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Summary

Overcapacity in core networks and increasing demands of end users have led to
a shift of focus in optical communication research in the last few years. There
is more interest now in relatively short-range networks such as subscriber net-
works, LANs, and optical interconnects. An essential criterion is low costs per
user which can, for example, be achieved by multiplexing information signals
of different users in a common fiber.

Coherence multiplexing (CM) is an interesting optical code division mul-
tiplexing technique, particularly from a cost point of view. It uses relatively
simple optical sources like LEDs or SLEDs, and simple planar optical circuits
consisting of Mach-Zehnder interferometers (MZIs).

A CM transmitter launches two mutually delayed versions of a broad band
light wave into the fiber. One wave acts as reference whereas the other is
modulated by an information signal. The mutual delay is much larger than the
optical coherence time, so that the light waves are mutually incoherent and do
not interfere. Therefore, the information signal does not become visible as an
intensity modulation of the total transmitted signal. The information signal
can be detected in the receiver by combining the received signal with its delayed
version, by means of another MZI. A modulated wave interferes with a reference
wave only if the delay in transmitter and receiver are identical. Hence, the
relation between the delays in a transmitter-receiver pair determines whether
or not the corresponding information signal is demodulated. The detected
signal is disturbed by interferometric noise, shot noise, and thermal receiver
noise.

Optical signals generated in this manner can be multiplexed by means of
a passive coupler, resulting in the so-called parallel array (PA). An interest-
ing alternative is the single intrinsic reference ladder (SIRL) system, which
uses a common source. A relatively high-power version of the source signal is
transmitted as a reference whereas multiple modulated versions are sent with
different delays with respect to the reference. A third option that has been
studied is the so-called discontinuous series (DS) system in which the channels
are generated by means of a common optical source and serially cascaded MZIs.
The three topologies differ mainly in performance and flexibility with respect
to transmitter localization.
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vi Summary

Optical detection at the output(s) of the MZI in a CM receiver can be achieved
either by means of a single photodiode or a balanced photodiode pair. The
latter results in a significantly better performance. Moreover, it enables the
phase modulation (PSK) in the transmitter to be replaced by intensity mod-
ulation (OOK). In both cases, significant fluctuation of the demodulated sig-
nal amplitude can occur due to differences between the delays in a matched
transmitter-receiver pair, even for differences in the order of the optical wave-
length. Known techniques for combating this problem are optical phase syn-
chronization by means of a feedback loop and frequency dithering, and self-
heterodyne detection by means of an optical frequency shifter. Furthermore it
has has been shown, both by analysis and simulation, that the output signal
can be stabilized by means of phase diversity. This detection principle can be
combined with OOK or differential PSK (DPSK) modulation. Binary DPSK
turns out to give the best performance.

A particular disadvantage of CM is that the broadband optical signals are
sensitive to chromatic dispersion (CD) in the transmission fiber, resulting in a
distortion of the received signal. The significance of this effect depends on the
optical center wavelength and is minimal at 1310 nm in case of standard single-
mode fiber. Calculation has shown that —in cases when CD causes significant
distortion— the performance can be improved by using QPSK instead of binary
PSK. The performance can be further enhanced by means of electrical and/or
optical equalization.

Apart from digital transmission, CM can also be used for (analog) RF signal
distribution. Multiple RF channels can be multiplexed through one CM chan-
nel by means of subcarrier multiplexing. If this is realized by multiplexing
RF signals in the electrical domain prior to transmitting them through the
same CM channel by means of a single coherence multiplexer, the number of
RF channels per CM channel and the resulting signal-to-noise ratio will be lim-
ited by intermodulation distortion. The same stabilization techniques as used
for digital transmission can possibly be used for microwave signal distribution.
However, this requires some adjustment, particularly in the case of subcarrier
multiplexing.

Numerical examples illustrate that CM could be an interesting multiplexing
technique for applications like subscriber networks, LANs and optical intercon-
nects. However, more research needs to be done, not only at system level
and on corresponding simulation techniques, but also on broadband optical
sources, integrated optical circuits, electronics for optical receivers, and how
to apply CM according to existing or yet to be developed transmission and/or
networking standards. Despite its seeming conceptual complexity and high de-
velopment costs concerning integrated circuit design, massive deployment of
CM-based networks could lead to huge cost savings. Therefore, investment in
further research on both technological and economical feasibility is certainly
useful.
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Samenvatting

Overcapaciteit in trunks en toenemende eisen van eindgebruikers hebben de
laatste jaren een verschuiving in onderzoeksinteresse op het gebied van optische
communicatietechniek teweeggebracht, naar netwerken voor relatief korte af-
standen, zoals abonneenetwerken, LANs en optische interconnects. Daarbij
is het belangrijk de kosten per gebruiker laag te houden, bijvoorbeeld door
informatiekanalen van verschillende gebruikers in één glasvezel te multiplexen.

Coherentiemultiplexen (CM) is een optische codemultiplextechniek die van-
uit kostenoverwegingen in het oog springt. Hierin wordt namelijk gebruik
gemaakt van relatief eenvoudige lichtbronnen als LEDs of SLEDs, en simpele
planaire optische circuits bestaande uit Mach-Zehnder-interferometers (MZIs).

Daarmee worden door een CM zender twee onderling vertraagde versies
van een breedbandige lichtgolf in de vezel gestuurd. Eén daarvan treedt op als
referentiedraaggolf, terwijl de ander is gemoduleerd door een informatiesignaal.
De onderlinge vertraging is veel groter dan de optische coherentietijd, zodat de
lichtgolven onderling incoherent zijn, er dus geen interferentie optreedt, en het
informatiesignaal niet als een intensiteitmodulatie zichtbaar wordt in het totale
verzonden signaal. Het informatiesignaal kan in de ontvanger al dan niet wor-
den gedetecteerd door het ontvangen signaal door middel van een tweede MZI
samen te voegen met een vertraagde versie ervan. Slechts indien de vertragingen
in zender en ontvanger gelijk zijn, interfereert een gemoduleerde draaggolf met
een referentiedraaggolf. Op deze wijze bepaalt de relatie tussen de vertragingen
in een zender-ontvangerpaar of het bijbehorende informatiesignaal wordt gede-
moduleerd. Het gedetecteerde signaal wordt verstoord door interferometrische
ruis, hagelruis en thermische ontvangerruis.

De aldus gegenereerde optische signalen kunnen worden samengevoegd door
middel van een passieve koppelaar, resulterend in de zogenaamde parallelle ar-
ray (PA). Een interessant alternatief is het SIRL-systeem, waarbij één gemeen-
schappelijke lichtbron wordt gebruikt. Een relatief sterke versie van het bron-
signaal wordt als referentiedraaggolf verzonden, terwijl meerdere gemoduleerde
versies met verschillende vertragingen ten opzichte van de referentiedraaggolf
worden verstuurd. Als derde mogelijkheid is het zogenaamde DS-systeem
bestudeerd, waarin de kanalen worden opgewekt door een gemeenschappelijke
lichtbron en serieel gecascadeerde MZIs. De drie architecturen verschillen met
name op het gebied van prestatie en flexibiliteit qua plaatsing van de zenders.

vii
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viii Samenvatting

Optische detectie aan de uitgang(en) van de MZI in een CM-ontvanger kan
zowel met één fotodiode als met een gebalanceerd fotodiodepaar. Deze laat-
ste geeft een aanzienlijk betere prestatie. Bovendien kan de fasemodulatie
(PSK) in de zender dan worden vervangen door intensiteitmodulatie (OOK).
In beide gevallen leiden verschillen tussen de vertragingen in een gekoppeld
zender-ontvangerpaar in de ordegrootte van de optische golflengte reeds tot
aanzienlijke fluctuaties in de amplitude van het gedemoduleerde signaal. Be-
kende technieken om dit probleem op te lossen, zijn optische fasesynchronisatie
door middel van een terugkoppellus en frequentiedithering, en zelf-heterodyne
detectie met behulp van een optische frequentieschuiver. Daarnaast is zowel
door middel van analyse als simulatie aangetoond, dat het uitgangssignaal kan
worden gestabiliseerd met behulp van fasediversiteit. Dit detectieprincipe kan
worden gecombineerd met OOK of differentiële PSK (DPSK) modulatie. Bi-
naire DPSK resulteert in de beste prestatie.

Een specifiek nadeel van CM is dat de breedbandige lichtsignalen gevoelig
zijn voor chromatische dispersie (CD) in de transmissievezel, resulterende in
vervorming van het ontvangen signaal. De sterkte van dit effect is afhankelijk
van de centrale golflengte van de optische bron, en is voor standaard single-
mode vezel minimaal bij 1310 nm. Met berekeningen is aangetoond, dat —voor
het geval CD aanzienlijke vervorming veroorzaakt— de prestatie kan worden
verbeterd door QPSK te gebruiken in plaats van binaire PSK. De prestatie kan
verder worden verbeterd door middel van elektronische en/of optische egali-
satie.

Behalve voor digitale transmissie kan CM ook worden gebruikt voor het
distribueren van (analoge) RF-signalen. Er kunnen zelfs meerdere RF-kanalen
in één CM-kanaal worden samengevoegd door middel van subdraaggolfmul-
tiplexen. Indien dit is gerealiseerd door de RF-signalen eerst te multiplexen
in het elektrische domein en vervolgens door middel van één coherentiemulti-
plexer op hetzelfde CM-kanaal te versturen, wordt het aantal RF-kanalen per
CM-kanaal en de uiteindelijke signaal-ruisverhouding echter beperkt door inter-
modulatiedistorsie. Dezelfde stabilisatietechnieken als bij digitale transmissie
kunnen mogelijk ook bij microgolfdistributie worden toegepast, maar vereisen
enige aanpassing, met name in het geval van subdraaggolfmultiplexen.

Numerieke voorbeelden laten zien, dat CM een interessante multiplextech-
niek voor toepassingen als abonneenetwerken, LANs en optische interconnects
zou kunnen zijn. Er dient echter meer onderzoek te worden gedaan, niet
alleen op systeemniveau en naar bijbehorende simulatietechnieken, maar ook
op het gebied van breedbandige lichtbronnen, gëıntegreerde optische circuits,
elektronica voor optische ontvangers en toepassing van CM binnen bestaande
of nog te ontwerpen transmissie- en/of netwerkstandaarden. Ondanks haar
schijnbare conceptuele complexiteit en hoge ontwikkelkosten op het gebied van
gëıntegreerd circuitontwerp, zou grootschalige toepassing van CM tot enorme
kostenbesparingen kunnen leiden. Investering in verder onderzoek naar zowel
de technische als economische haalbaarheid is daarom zeker zinvol.



i

i

i

i

i

i

i

i

Contents

Summary v

Samenvatting vii

1 Introduction 1
1.1 Optical fiber communication . . . . . . . . . . . . . . . . . . . . 1
1.2 The “last mile” problem . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Optical interconnects . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Optical multiplexing schemes . . . . . . . . . . . . . . . . . . . 4

1.4.1 Wavelength Division Multiplexing (WDM) . . . . . . . 5
1.4.2 Time Division Multiplexing (TDM) . . . . . . . . . . . 5
1.4.3 Subcarrier multiplexing (SCM) . . . . . . . . . . . . . . 6
1.4.4 Optical Code Division Multiplexing (OCDM) . . . . . . 7

1.5 Coherence multiplexing (CM) . . . . . . . . . . . . . . . . . . . 9
1.5.1 The original idea . . . . . . . . . . . . . . . . . . . . . . 10
1.5.2 Some extensions to the original idea . . . . . . . . . . . 11
1.5.3 Advantages and disadvantages . . . . . . . . . . . . . . 12

1.6 Research objective . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.7 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Analytical models of components 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Representation of optical signals . . . . . . . . . . . . . . . . . 15
2.3 Optical sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.1 Thermal light model . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Spectral characteristics . . . . . . . . . . . . . . . . . . 19
2.3.3 Gaussian spectral profile . . . . . . . . . . . . . . . . . . 20
2.3.4 Intensity noise . . . . . . . . . . . . . . . . . . . . . . . 21

2.4 Optical encoders and decoders . . . . . . . . . . . . . . . . . . 22
2.4.1 Couplers . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Delay lines . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Modulators . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Single-mode optical fiber . . . . . . . . . . . . . . . . . . . . . . 25
2.5.1 Attenuation . . . . . . . . . . . . . . . . . . . . . . . . . 25

ix



i

i

i

i

i

i

i

i

x Contents

2.5.2 Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6 Photodetectors . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.7 Transimpedance amplifiers . . . . . . . . . . . . . . . . . . . . . 30

2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 Simulation tool 33

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.2 Discrete-time representation of optical signals . . . . . . . . . . 34

3.3 LED sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.3.1 Generating white Gaussian noise . . . . . . . . . . . . . 36

3.3.2 Filtering the white Gaussian noise . . . . . . . . . . . . 37

3.4 Optical encoders and decoders . . . . . . . . . . . . . . . . . . 41

3.5 Single-mode optical fibers . . . . . . . . . . . . . . . . . . . . . 42

3.5.1 First order dispersion . . . . . . . . . . . . . . . . . . . 42

3.5.2 Second order dispersion . . . . . . . . . . . . . . . . . . 46

3.6 Photodiodes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6.1 Discrete-time Poisson model . . . . . . . . . . . . . . . . 49

3.6.2 A simplified model . . . . . . . . . . . . . . . . . . . . . 51

3.7 Transimpedance amplifiers . . . . . . . . . . . . . . . . . . . . . 52

3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4 Coherence modulation and demodulation 53

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.2 Optical beating . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2.1 Coherent beating: interference . . . . . . . . . . . . . . 55

4.2.2 Incoherent beating: beat noise . . . . . . . . . . . . . . 57

4.2.3 Partial interference . . . . . . . . . . . . . . . . . . . . . 58

4.3 Coherence modulation . . . . . . . . . . . . . . . . . . . . . . . 60

4.4 Coherence demodulation . . . . . . . . . . . . . . . . . . . . . . 60

4.4.1 Single-ended detection . . . . . . . . . . . . . . . . . . . 61

4.4.2 Balanced detection . . . . . . . . . . . . . . . . . . . . . 65

4.5 Choosing the path delays . . . . . . . . . . . . . . . . . . . . . 69

4.6 Noise in the receiver . . . . . . . . . . . . . . . . . . . . . . . . 71

4.7 Digital transmission . . . . . . . . . . . . . . . . . . . . . . . . 74

4.7.1 BPSK modulation . . . . . . . . . . . . . . . . . . . . . 76

4.7.2 OOK modulation . . . . . . . . . . . . . . . . . . . . . . 78

4.8 Practical considerations . . . . . . . . . . . . . . . . . . . . . . 80

4.8.1 Polarization . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.8.2 Optical phase offset . . . . . . . . . . . . . . . . . . . . 81

4.8.3 Balancing . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.9 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83



i

i

i

i

i

i

i

i

Contents xi

5 Coherence multiplexing topologies 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 The parallel array (PA) . . . . . . . . . . . . . . . . . . . . . . 86

5.2.1 Multiplexed signal . . . . . . . . . . . . . . . . . . . . . 86
5.2.2 Output signal of balanced receiver . . . . . . . . . . . . 88
5.2.3 Choosing the path delays . . . . . . . . . . . . . . . . . 89
5.2.4 Noise performance . . . . . . . . . . . . . . . . . . . . . 90
5.2.5 Digital transmission . . . . . . . . . . . . . . . . . . . . 92
5.2.6 Practical aspects . . . . . . . . . . . . . . . . . . . . . . 100

5.3 The single intrinsic reference ladder (SIRL) system . . . . . . . 100
5.3.1 Multiplexed signal . . . . . . . . . . . . . . . . . . . . . 100
5.3.2 Output signal of balanced receiver . . . . . . . . . . . . 102
5.3.3 Choosing the path delays . . . . . . . . . . . . . . . . . 103
5.3.4 Noise performance . . . . . . . . . . . . . . . . . . . . . 104
5.3.5 Digital transmission using BPSK modulation . . . . . . 105

5.4 The discontinuous series (DS) system . . . . . . . . . . . . . . . 109
5.4.1 Multiplexed signal . . . . . . . . . . . . . . . . . . . . . 109
5.4.2 Output signal of balanced receiver . . . . . . . . . . . . 110
5.4.3 Choosing the path delays . . . . . . . . . . . . . . . . . 112
5.4.4 Noise performance . . . . . . . . . . . . . . . . . . . . . 114
5.4.5 Digital transmission using BPSK modulation . . . . . . 115

5.5 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.5.1 Modulation formats . . . . . . . . . . . . . . . . . . . . 118
5.5.2 Noise performance . . . . . . . . . . . . . . . . . . . . . 119
5.5.3 Flexibility . . . . . . . . . . . . . . . . . . . . . . . . . . 119
5.5.4 Complexity . . . . . . . . . . . . . . . . . . . . . . . . . 120
5.5.5 Balancing . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.5.6 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6 Receiver output stabilization by phase diversity 123
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Phase sensitivity issue . . . . . . . . . . . . . . . . . . . . . . . 123
6.3 Existing stabilization solutions . . . . . . . . . . . . . . . . . . 125

6.3.1 Phase-synchronized balanced detection . . . . . . . . . . 125
6.3.2 Self-heterodyning . . . . . . . . . . . . . . . . . . . . . . 128

6.4 Phase diversity detection principles . . . . . . . . . . . . . . . . 129
6.4.1 Four-way phase diversity detection of OOK . . . . . . . 130
6.4.2 Three-way phase diversity detection of OOK . . . . . . 136
6.4.3 Phase-synchronized detection of QPSK and M -ary PSK 138
6.4.4 Phase diversity detection of binary DPSK . . . . . . . . 140
6.4.5 Phase diversity detection of DQPSK and M -ary DPSK 141

6.5 Noise performance . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.5.1 Phase diversity detection of OOK . . . . . . . . . . . . 143
6.5.2 Four-way detection of (D)PSK . . . . . . . . . . . . . . 147



i

i

i

i

i

i

i

i

xii Contents

6.6 Practical considerations . . . . . . . . . . . . . . . . . . . . . . 152
6.6.1 Phase diversity couplers . . . . . . . . . . . . . . . . . . 152
6.6.2 Balancing . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

7 Chromatic fiber dispersion 155
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.2 Impact of chromatic dispersion on receiver output signal . . . . 156

7.2.1 Input signal of the receiver . . . . . . . . . . . . . . . . 156
7.2.2 Expected value of the output signal of the receiver . . . 158
7.2.3 Noise in the output signal of the receiver . . . . . . . . 162

7.3 Impact of chromatic dispersion on digital transmission . . . . . 167
7.3.1 Pulse distortion . . . . . . . . . . . . . . . . . . . . . . . 167
7.3.2 Noise variance . . . . . . . . . . . . . . . . . . . . . . . 177
7.3.3 Phase-synchronized BPSK . . . . . . . . . . . . . . . . . 179
7.3.4 Phase-synchronized OOK . . . . . . . . . . . . . . . . . 182
7.3.5 Phase-synchronized M -ary PSK . . . . . . . . . . . . . 182

7.4 Equalization techniques . . . . . . . . . . . . . . . . . . . . . . 185
7.4.1 Electrical equalization techniques . . . . . . . . . . . . . 186
7.4.2 Optical equalization techniques . . . . . . . . . . . . . . 186

7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

8 Radio-frequency signal distribution 189
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
8.2 Coherence (de)multiplexing of radio-frequency signals . . . . . 191

8.2.1 Phase modulation (PM) . . . . . . . . . . . . . . . . . . 191
8.2.2 Intensity modulation (IM) . . . . . . . . . . . . . . . . . 194
8.2.3 Chromatic dispersion . . . . . . . . . . . . . . . . . . . . 195
8.2.4 Noise performance . . . . . . . . . . . . . . . . . . . . . 197

8.3 Output stabilization . . . . . . . . . . . . . . . . . . . . . . . . 202
8.3.1 Phase synchronization . . . . . . . . . . . . . . . . . . . 202
8.3.2 Self-heterodyning . . . . . . . . . . . . . . . . . . . . . . 202
8.3.3 Phase diversity detection . . . . . . . . . . . . . . . . . 203

8.4 Subcarrier multiplexing over coherence multiplexing . . . . . . 210
8.4.1 Single-channel subcarrier multiplexing . . . . . . . . . . 211
8.4.2 Multi-channel subcarrier multiplexing . . . . . . . . . . 220

8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

9 Conclusions and directions for further research 233
9.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 233
9.2 Directions for further research . . . . . . . . . . . . . . . . . . . 236

9.2.1 System level research . . . . . . . . . . . . . . . . . . . . 236
9.2.2 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . 237
9.2.3 Broadband optical sources . . . . . . . . . . . . . . . . . 239
9.2.4 Integrated optics technology . . . . . . . . . . . . . . . . 240
9.2.5 Optical receiver design . . . . . . . . . . . . . . . . . . . 242



i

i

i

i

i

i

i

i

Contents xiii

9.2.6 Transmission and networking standards . . . . . . . . . 243
9.2.7 Application as wireless transmission technique . . . . . 244

References 245

Appendix

A Doubly-stochastic Poisson processes 255
A.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
A.2 Expected value . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
A.3 Autocorrelation function . . . . . . . . . . . . . . . . . . . . . . 256
A.4 Cross-correlation function . . . . . . . . . . . . . . . . . . . . . 257

B Bit error rate analysis of phase diversity receivers 259
B.1 Noise in four-way phase diversity receivers . . . . . . . . . . . . 259
B.2 Four-way phase diversity detection of OOK . . . . . . . . . . . 263
B.3 Four-way phase-synchronized detection of QPSK . . . . . . . . 266
B.4 Four-way phase-synchronized detection of M -ary PSK . . . . . 267
B.5 Four-way phase diversity detection of binary DPSK . . . . . . . 270
B.6 Four-way phase diversity detection of DQPSK . . . . . . . . . . 272
B.7 Three-way phase diversity detection of OOK . . . . . . . . . . 276

Acknowledgments 283

Biography 285

List of publications 287



i

i

i

i

i

i

i

i

xiv Contents



i

i

i

i

i

i

i

i

Chapter 1

Introduction

1.1 Optical fiber communication

Transmission through optical fiber cables plays an important role in the com-
munication networks of nowadays. The main motivation for this is the enor-
mous potential bandwidth of optical fibers (>100 THz) which is several orders
of magnitude larger than the bandwidth of copper media like coaxial cables or
twisted wire pairs. Other advantages of optical fiber as a transmission medium
are:

• its relatively small size, weight, and bending diameter.

• low attenuation (<0.2 dB/km for standard single-mode fiber (SMF) [1])
and low dispersion, which enhances the distance between repeaters in a
long-haul transmission link and hence increases reliability and decreases
maintenance costs, because the resulting network requires less active com-
ponents than a copper-based network;

• inherent immunity to crosstalk and electromagnetic interference (EMI),
and its lack of radiation, which enhances electromagnetic compatibil-
ity (EMC), enables tight cable bundling and complicates eavesdropping;

• the absence of electrical signals, which avoids eventual fire hazard due to
sparks and hence provides inherent safety;

• transparency and hence flexibility: upgrading an optical network to a
higher speed and adding new services only require upgrading the trans-
mission units, and not replacing the transmission media.

Optical fiber has therefore become the main transmission medium for long-haul
telecommunication links in core networks, where expensive techniques are used
to realize high bit rate transmission over large distances. Fortunately, the huge
costs of these networks can be shared by a vast number of end users.

1
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2 Chapter 1. Introduction

The Internet hype and the resulting telecom industry boom at the end of the
nineties has actually led to such an excessive deployment of optical fibers in core
networks that a considerable overcapacity has resulted. That is, the capacity
that is offered by core networks is by no means fully utilized by the end users,
simply because the transmission capacities of their current access connections
to the core networks (the so-called “last mile”) add up to an aggregate capacity
which is much lower.

1.2 The “last mile” problem

This overcapacity in core networks, combined with increasing bandwidth de-
mands of multimedia applications that subscribers are using, has led to a clear
shift of focus in optical communication research from core networks to access
networks and local area networks (LANs). Most of these networks are still con-
stituted of copper transmission media like coaxial cables (for example for cable
television) or twisted wire pairs (for example for telephony, ISDN or Ethernet
LANs). Although some successful effort has been spent to enhance the capacity
of the existing links (for example by means of ADSL), the limited bandwidth
and the dispersion of these media create a bottleneck that will disable the up-
grades that are required to satisfy the increasing capacity demands in the next
few decades.

Therefore, it seems obvious to extend the trend from the wide and metropoli-
tan area to the access and local area, and hence replace these media by optical
fibers, since these offer enough potential capacity to cover all wired telecom-
munication services in the near future (telephony, television, Internet access,
etcetera) simply through one access wire per subscriber.

Realizing this so-called Fiber-to-the-Home (FttH) is not so straightforward,
however, mainly due to economical reasons. The point is that —in contrast to
the core networks— each subscriber in the access and local area has to settle
for his individual part of the infrastructure.

First of all, this involves installing the fiber itself. Although the price of
optical fiber may be comparable to that of conventional copper media, it is the
actual digging that causes it to be a drastic and costly operation, especially
to subscribers in existing low-rise buildings in suburban and rural areas. On
the other hand, installing optical fiber during the actual construction of new
buildings is relatively inexpensive, especially in densely built urban areas with
many high-rise buildings. (This has actually already been realized in many
large towns in the Far East.) Consequently, the questions are not only when
and how, but also where, and moreover: how to distribute the total costs.
This is not only a technical and economical issue, but also a social and hence
political matter.

Secondly, the equipment that is installed in the transmission nodes in op-
tical core networks is typically not the kind of equipment that is suitable for
access networks and LANs, simply because end users cannot afford to indi-
vidually purchase components like the high-power, spectrally pure lasers that
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1.3. Optical interconnects 3

are required for long-haul transmission at high bit rates. The main technical
challenge for designing this kind of networks is hence to design the end nodes
such that that components can be used that are way less expensive than the
ones that are conventional in core networks, and to enable cost sharing as much
as possible.

Moreover the maintenance costs should be limited by minimizing the num-
ber of active components like amplifiers and active switches (which are likely
points of failure) and localizing them in centralized places that can easily be
accessed by the operator.

A last technical challenge for such networks is to design them in such a
way that they become transparent, so that different services can be provided
independently and added or upgraded without drastically upgrading the infras-
tructure.

A network topology that provides transparency and component sharing
without requiring active components between the operator and the subscriber
area is the passive optical network (PON), which is often proposed for access
networks. Moreover, the PON has also proven to be a suitable topology for
realizing optical LANs [2]. The PON topology is shown in Figure 1.1.

The optical line termination (OLT) at the left represents the operator’s side,
where the interface between the access network and the transport network is es-
tablished. From the OLT information is transmitted in the downlink direction
through the common optical fiber cable to a passive optical coupler, where the
optical signal is divided and directed to the optical networking units (ONUs),
which are located at the subscribers’ premises. Similarly, ONUs can send in-
formation to the OLT by transmitting signals in the uplink direction, which
are combined in the passive optical coupler and directed to the OLT. A multi-
plexing scheme is required for transmission through the common fiber in both
directions:

• For the downlink, the OLT needs to be able to address different messages
to different ONUs simultaneously, such that each ONU recognizes its
individual message;

• For the uplink, the ONUs need to be able to access the common fiber si-
multaneously, such that the OLT can receive all messages and distinguish
between them.

Some multiplexing schemes will be discussed in Section 1.4.

1.3 Optical interconnects

Increasing speeds of digital systems have recently brought optical techniques
even into the inside of digital systems, to realize high-speed communication
between subsystems. Examples are communication between printed circuit
boards (PCBs), between integrated circuits (ICs) on a PCB and even inside
ICs. Another reason for using optical techniques in these so-called interconnects
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OLT

ONU

ONU

ONU

ONUcommon
fiber

passive
optical
coupler

uplink

downlink

core
network

Figure 1.1: Passive optical network (PON) topology (OLT=optical line ter-
mination, ONU=optical networking unit)

is their inherent lack of radiation and immunity to electromagnetic interference
(EMI), which is a significant issue in high-speed copper interconnects.

Since waveguide or fiber dispersion does not play a role in such short range
applications, the electronics form the bottleneck, especially when inexpensive
techniques like CMOS are to be used for optical detection [3]. Therefore, high-
speed interconnects are often realized as a parallel array of multiple parallel
waveguides. An alternative is to multiplex several interconnects through a
common optical medium, so that the number of optical connections can be
reduced, which simplifies installation.

1.4 Optical multiplexing schemes

In the previous two sections the desire for optical multiplexing schemes has
been motivated. That is, several communication channels (eventually created
by different users) are to be transmitted through a common optical transmission
medium, in such a way that different receivers can distinguish between these
channels and can detect particular channels with a certain accuracy.

Optical multiplexing can have different purposes:

• to overcome bandwidth limitations of optical modulators and detectors
and hence efficiently utilize the available bandwidth of the optical trans-
mission medium, which reduces the number of required fibers in a high-
speed link;

• to enable distributed users to share a common transmission medium (per-
form multiple access) and provide a way to distinguish between these
users, but also to distinguish between services and between providers;

• to reduce the number of optical connections and hence simplify installa-
tion.

For relatively short-range applications like access networks, LANs and optical
interconnects a particular criterion is that the multiplexing scheme is supposed
to be realized in a relatively inexpensive way. Moreover, a desirable criterion for
access networks and LANs is that the multiplexing scheme is transparent. That
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1.4. Optical multiplexing schemes 5

is, it should impose only minimum restrictions on the format of the signals that
are to be transmitted, and the channels should operate independently. The data
rates are moderate (ranging from tens or hundreds of megabits per second in
access networks, up to several gigabits per second in LANs and interconnects)
and the link lengths are relatively low (from a few kilometers in access networks,
a few hundreds of meters in LANs down to less than a meter in interconnects.)

Some multiplexing schemes will be discussed and compared in the following
subsections, mainly based on the above-mentioned criteria.

1.4.1 Wavelength Division Multiplexing (WDM)

The most well-known optical multiplexing technique is Wavelength Division
Multiplexing (WDM). The idea of WDM is that all data signals are transmitted
simultaneously at different optical wavelengths (or colors), either by combining
optical signals from separate lasers, or by spectrally slicing a broadband optical
signal from for example a light emitting diode. In the receivers the channels
are demultiplexed by means of optical wavelength filters like Mach-Zehnder
interferometers, Fabry-Perot resonators or arrayed-waveguide gratings.

WDM is a very mature technique and has the main advantage that the
available bandwidth of an optical fiber can be utilized very efficiently: total data
rates of more than 1 terabit per second have been demonstrated by multiplexing
128 WDM channels with less than 1 nm channel spacing (so-called dense WDM,
or DWDM [4]).

This has made DWDM the most popular technique for core networks. The
main disadvantage of DWDM is that the lasers and selections filters have very
strict requirements on wavelength accuracy, bandwidth, wavelength stability
and wavelength selectivity. Particularly the stability of the lasers and selection
filters requires them to be temperature-controlled, which involves (expensive)
external electronics.

A cheaper alternative is coarse WDM (CWDM) [5] which uses 20 nm chan-
nel spacing, so that relatively broadband sources (for example vertical cavity
surface-emitting lasers (VCSELs)) and filters can be used and temperature con-
trol can be omitted. However, the number of channels is then limited by the
predefined wavelength grid (16 according to ITU-T recommendation G.694.2).

A general disadvantage of WDM is that a transmission node which is sup-
posed to be able to access different channels, requires either multiple or tunable
light sources and selection filters, which significantly raises the costs.

1.4.2 Time Division Multiplexing (TDM)

In case of Time Division Multiplexing (TDM) the data signals are transmitted
at the same wavelength, but in different time slots, according to a certain
predefined medium access mechanism. This access mechanism can be either
synchronous or asynchronous.
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6 Chapter 1. Introduction

In case of synchronous TDM the time is divided in fixed-size time slots, which
are alternately assigned to the different channels in a periodic fashion. In one
time slot either a single bit or a fixed-size frame of bits is transmitted. The
instantaneous data rate on the common transmission medium should be at least
equal to the aggregate data rate of the multiplexed channels, plus some eventual
margin in order to create some guard time between the time slots. The latter
is required for relaxing the requirements on the mutual timing of distributed
transmitters, in cases where synchronous TDM is used for performing multiple
access onto a common transmission medium, for example in a PON.

Synchronized TDM can be performed in the electrical domain or —in case
the aggregate data rate exceeds the speed of the electronics— bit-based TDM
can be performed in the optical domain by using (expensive) narrow laser pulse
sources.

Especially electrical TDM is very simple: multiplexing can be performed
in the electrical domain, so that the required optical components are simple
and can be shared in case the channels are multiplexed or demultiplexed in a
single node. However, strict timing between the channels is required in order
to avoid crosstalk and minimize the guard bands between the time slots. This
is particularly complicated when the transmitters are not localized to a single
node, especially when the transmitters have different distances to the common
transmission medium, so that the synchronization should take into account the
differences in propagation time. Moreover, the short pulses are very sensitive
to distortion due to dispersion of the transmission medium;

In case of asynchronous (or statistical) TDM, the data in each channel is
divided in frames to which a header is added, resulting in a packet. These
packets are stored in a buffer, until they are transmitted through the common
transmission medium. This can either be one central buffer where the packets
of all channels are collected prior to transmission, or local buffers where the
packets of the individual channels are stored until the corresponding transmit-
ter gains access to the common medium. The latter can be established either by
a centralized access granting mechanism like in ATM-based PON (APON) [6]
or through a certain predefined medium access protocol like Carrier Sense Mul-
tiple Access with Collision Detection (CSMA/CD) in Ethernet [7].

The main advantage of asynchronous TDM with respect to synchronous
TDM is that the transmission medium can be utilized more efficiently when
the transmitters are not continuously active. However, some bandwidth is still
wasted on overhead (because a header is added to each packet) and eventually
on retransmissions due to collisions.

1.4.3 Subcarrier multiplexing (SCM)

Another multiplexing alternative is Subcarrier Multiplexing (SCM), where mul-
tiple electrical microwave carriers are frequency-multiplexed in the electrical
domain and modulated on the same optical wavelength, hence acting as sub-
carriers of the optical wave. These microwave carriers can be modulated in-
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1.4. Optical multiplexing schemes 7

dependently, so they may transport different signal formats. In the receiver a
particular channel is selected either by means of a microwave band-pass filter
or a heterodyne receiver, in a similar way as in radio tuners.

SCM can be categorized in two forms: single-channel SCM and multi-
channel SCM. In single-channel SCM one unique subcarrier is assigned to each
optical transmitter, whereas in multi-channel SCM each optical transmitter
may emit multiple SCM channels which are multiplexed in the electrical do-
main prior to modulating the optical wave.

The main advantage of SCM is that it does not require complicated optical
components, because creating different channels simply requires using different
frequencies in the electrical domain, and multiplexing these simply involves
superposing the resulting optical signals (single-channel SCM) and eventually
multiplexing the electrical signals prior to optical modulation (multi-channel
SCM). Relatively inexpensive RF components are available from analog cable
television (CATV) applications.

The number of SCM channels is limited, however, because of the limited
modulation bandwidth of the optical sources and detectors, the limited power
budget due to passive optical signal distribution, clipping, intermodulation
distortion and optical beat interference (OBI) noise.

The main applications of SCM are analog CATV distribution, remote an-
tenna feeding in wireless access systems and carrying header information in
packet-switched networks.

1.4.4 Optical Code Division Multiplexing (OCDM)

In Code Division Multiplexing (CDM) the data signals are transmitted simul-
taneously in the same wavelength band. Channels are distinguished by means
of unique codes. When coding and decoding are performed in the optical do-
main, we speak about Optical Code Division Multiplexing (OCDM) [8]. This
optical coding can be based on any combination of spatial, temporal, frequency
and polarization properties of the optical signal. A general property of OCDM
schemes is that the bandwidth of the transmitted optical signals is much larger
than the bandwidth of the actual data signal. This broadband encoded signal
appears as noise, from which the original data signal can only be recovered if
the code is known at the receiver.

Most OCDM schemes that have been proposed so far are based on optical
pulse position coding (also called time-spreading). That is, each bit is rep-
resented by a short optical pulse, which is spreaded in time (encoded) to a
so-called chip sequence, by means of an optical lattice filter in which the values
of the tap delays are determined by a unique signature code. In the receiver
the original data signal can be recovered by means of a decoding filter that is
matched to the encoding filter: their impulse responses are time-reversed with
respect to each other, such that the encoded signal is de-spread to relatively
large intensity pulses that correspond to the original data signal. The signa-
ture codes are designed such that optical signals remain spread in time after
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8 Chapter 1. Introduction

passing the decoding filter in an unmatched receiver. When the tap delays in
the decoding filter are precisely matched to the tap delays in the encoding filter
(within the coherence time of the sources), the pulses add up in optical field;
this is called coherent matched filtering. In incoherent matched filtering the
pulses add up in intensity. The advantage of coherent matched filtering is that
phase coding can be performed next to pulse position coding, resulting in less
sparse codes, higher performance and more channels, especially when bipolar
modulation and balanced detection are performed. The disadvantage is that
the tap delays in the code filters have to be matched on a wavelength scale
in order to guarantee correct interference. Moreover this requires polarization
matching. In both cases time-gating of the decoded pulse may be required in
the detector in order to achieve the desired performance.

Some alternative OCDM schemes are based on wavelength-hopping [9–11]
or spectral coding of broadband continuous-wave (CW) sources [12–20]. In fact
various OCDM techniques have been published, sharing numerous similarities
but also having a lot of differences. Many overview papers on OCDM schemes
have been published as well (for example [8, 21–25]), mainly showing that the
diversity of OCDM techniques published throughout the years hampers strict
categorization.

Most OCDM schemes that have been proposed so far share the following
advantages:

• Many OCDM schemes can be realized using relatively simple optical com-
ponents;

• Some OCDM schemes are very robust in the sense that they are not
sensitive to environmental changes like temperature drift, so that external
temperature control can be omitted;

• In some OCDM schemes the channels operate asynchronously so that
distributed transmitters do not need to be mutually synchronized. This
facilitates a low access delay to the network (especially when time gating
is not required), which is suited to bursty traffic in for example LANs;

• Channels can be added without reconfiguring the system;

• OCDM provides soft capacity: if one channel does not require a high data
rate, it can leave part of its allocated bandwidth to a different channel;

• A particular channel can only be demodulated if the corresponding code
is known, which provides inherent security;

• OCDM does not require active equipment in the network, which reduces
maintenance costs;

• A relatively large number of codes can be supported, provided that the
corresponding channels are not all active at the same time.
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1.5. Coherence multiplexing (CM) 9

OCDM also has particular disadvantages:

• Unmatched channels appear to a receiver as crosstalk or optical beat
interference (OBI) noise, which limits the number of channels that can
be multiplexed simultaneously and the data rates that can be achieved;

• The power budget is limited because the optical power of each transmitter
is passively distributed over the receivers, which limits the number of
channels;

• Most OCDM schemes are based either on encoding ultra-short pulses or
spectrally encoding broadband CW light, both introducing vulnerability
to chromatic fiber dispersion.

Therefore, most OCDM schemes are restricted to applications with relatively
short fiber lengths, moderate data rates and moderate numbers of simultane-
ously active channels. Especially the potentially low installation and main-
tenance costs seem to make OCDM particularly suitable for access networks,
LANs and interconnects.

Compared to WDM, TDM and SCM, OCDM is a very immature tech-
nique, however: although many schemes have been proposed and analyzed in
literature, there have been much fewer experimental verifications, let alone
commercial applications. This seems to be caused by the following facts:

• Optical communication research has only recently shifted its interest to
applications that OCDM seems to have particular benefits for, namely
access networks, LANs and interconnects;

• Most OCDM schemes require specialized components that are currently
not mature, hence not massively produced and therefore still very expen-
sive;

• OCDM suffers from a lack of appeal due to seeming conceptual complex-
ity, which makes companies and funding organizations hesitate to spend
money on the (relative expensive) research and development of OCDM
systems, subsystems and components.

The subject of this thesis is a particularly simple OCDM technique called co-
herence multiplexing (CM), which is based on spectral coding of CW sources
and coherent matched filtering. It is further introduced in the next section.

1.5 Coherence multiplexing (CM)

Coherence Multiplexing (CM) is actually the oldest known OCDM scheme.
The original concept was invented in Canada in the mid seventies by Claude
Delisle and Paolo Cielo [26, 27] and will be described in the next subsection.
Some extensions to that will be discussed in Subsection 1.5.2. Subsection 1.5.3
will describe some advantages and disadvantages of CM with respect to the
previously described multiplexing schemes.
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1.5.1 The original idea

CM is based on a channel generation technique called coherence modulation. It
is illustrated in Figure 1.2, which shows one coherence modulator (transmitter)
and demodulator (receiver).

x(t)

y(t)

z(t)

TRxTTx

φmod(t)

PM

transmitter receiver

Figure 1.2: Coherence modulation and demodulation

The transmitter consists of a broadband optical source and an interferometer
with path length difference TTx. (Although Delisle and Cielo used Michelson
interferometers [26], the coherence modulator and demodulator in Figure 1.2
consist of Mach-Zehnder interferometers (MZIs). This does not make a concep-
tual difference, however.) The idea of coherence modulation is that a (phase-)
modulated and unmodulated version of the broadband source signal x(t) are
transmitted, with a mutual delay that is equal to TTx. This delay is chosen
to be much larger than the coherence time of the source signal, so that the
two optical signals do not interfere, and the modulating signal φmod(t) does
not result in an observable intensity modulation in the output signal of the
transmitter y(t). The modulating signal can be made observable in the in-
tensity of the output signal of the receiver z(t) by means of an interferometer
with path length difference TRx that equals TTx; in that case the modulated
optical signal that traveled the lower path in the transmitter and upper path in
the receiver will interfere with the unmodulated signal that traveled the upper
path in the transmitter and lower path in the receiver, as they have zero path
length difference and hence are mutually coherent. On the other hand, φmod(t)
will not be observable when the difference between TRx and TTx is much larger
than the coherence time of the source signal, because all optical signals in the
receiver are mutually incoherent in that case, hence only resulting in optical
beat interference (OBI) noise. As a result, the relation between the path delays
in transmitter and receiver determines whether a coherence-modulated channel
is demodulated or not.

Actually, Delisle and Cielo denoted this technique as “spectral modulation
of white light”, since the interferometers can be considered as filters that encode
and decode the optical spectrum of the source signal, where the actual spectral
code is altered by means of the modulator.

Coherence-modulated channels can be multiplexed by combining multiple
optical signal pairs in a common transmission fiber, each pair having a unique
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delay between the constituting signals. Delisle and Cielo achieved this by se-
rially cascading interferometers with different path delays [27], but an even
more straightforward way is to combine the output signals of several parallel
coherence modulators by means of an optical coupler [28, 29]. Simultaneous
demultiplexing and demodulation is performed by passively splitting the com-
mon fiber signals over several receivers, each having a unique path delay that
corresponds to the delay of one of the channels.

The papers of Deslisle and Cielo describe some experiments in which bulk-
optics Michelson interferometers were used to transmit several channels of a
few hundred Hertz over a few meters in free space. Unfortunately, both papers
were published in French, and therefore not very widely noticed.

1.5.2 Some extensions to the original idea

In the early eighties, the work of Cielo and Delisle was picked up in France,
by Jean-Pierre Goedgebuer, Henri Porte, André Hamel and several other co-
workers. They published several tens of papers related to this subject (even
until very recently) in which they mainly focused on device technology. Their
first experiments were based on bulk-optics polarization interferometers (con-
sisting of birefringent plates and polarizers) and demonstrated how several
TV-channels can be multiplexed onto a multimode fiber by coherence mod-
ulation of white light produced by a xenon lamp [30, 31] or multimode laser
light [28, 32, 33]. Some improvements were made, first by replacing the bulk
phase modulator inside the interferometer by a modulator that was integrated
in Lithium Niobate (LiNbO3) [34, 35], and later by completely integrating the
coherence modulators in LiNbO3 [36], thereby more carefully controlling the
geometries and reducing the driving voltages, resulting in modulation band-
widths in the GHz range [37,38]. Polarization independent LiNbO3 integrated
coherence modulators and demodulators were made by realizing them as MZIs
rather than polarization interferometers [39–43]. Both implementation forms
have also been realized in GaAlAs-GaAs in order to allow monolithic integra-
tion with electronics [44,45].

Seemingly independently, CM was developed within the framework of inter-
ferometric fiber-optic sensors. In 1985, Brooks et al. (Stanford, USA) described
four architectures that enable multiplexing several sensor signals onto a single
SMF using a common short coherence length CW light source [46]. In 1989,
the first analysis on noise performance of CM systems was published by Robert
H. Wentworth [47]. It describes a general framework for calculating the signal-
to-noise ratio (incorporating OBI noise, shot noise and thermal receiver noise)
for systems consisting of coherence-multiplexed sensors and a common light
source. In 1990, K.W. Chu and Fred M. Dickey [29] extended Wentworth’s
results to CM for digital communication systems employing distinct sources.

In the remainder of the nineties, a considerable amount of research on op-
tical spectral coding schemes was done by David D. Sampson, Robert A. Griffin,
David A. Jackson, Graeme J. Pendock and some other co-workers, most of it
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in Melbourne, Australia. Their work has resulted in the (to our knowledge)
highest capacity demonstrated in a CM system to date: 4 Gbps in four CM
channels, each channel having a bit rate of 1 Gbps. The interferometers were
constructed from standard SMFs (requiring polarization controllers for polar-
ization matching), and the source was an Erbium-doped fiber (EDF). The main
contribution of Pendock and Sampson was their finding that the OBI noise
performance of CM systems can be significantly enhanced by using differential
optical detection rather than single-ended detection, which moreover enables
intensity modulation instead of phase modulation. The latter has the advan-
tage that modulation can be performed outside the interferometer, so that the
encoding filter can be realized in a passive material.

The most mature CM system prototype reported so far is a PON-based
optical access network proposed by Kani et al. in 2001 [48]. They report an
experiment in which eight-channel 155 Mbps half-duplex bidirectional packet
transmission is demonstrated on 7 km of standard SMF, using super lumi-
nescence diode (SLD) sources and planar lightwave circuit (PLC) MZIs. A
major drawback of their proposed network is that the interferometers where
temperature-controlled in order to synchronize the phases of the interfering
light waves, and hence guarantee complete interference. Moreover, their pre-
dictions on dispersion effects are fully based on simulation (which is not further
described) and can therefore not be generalized to other fiber lengths.

1.5.3 Advantages and disadvantages

In general, CM has the following advantages with respect to other multiplexing
techniques:

• Relatively simple optical sources like light-emitting diodes (LEDs) or su-
perluminescent LEDs (SLEDs) can be used as broadband optical sources,
and channel generation and selection can be performed by simple MZIs,
which can be integrated as for example planar optical circuits;

• The channel selection concept is relatively robust in the sense that tem-
perature fluctuations will not result in crosstalk from undesired channels;

• The channel generation and selection concept does not require any active
components in the network;

• The concept is transparent and can be used both for digital and analog
transmission, eventually simultaneously;

• An interferometer can be used both as an encoding and decoding device,
which enables component-sharing in a duplex link;

• Optical modulation and detection is simply performed at the baseband
rate rather than at the much higher aggregate data rate like in TDM or
chip rate like in some OCDM schemes. This reduces the modulation and
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processing speeds that are required, and moreover reduces the vulnera-
bility to fiber dispersion;

• Modulation and demodulation do not require time slot synchronization
like in synchronous TDM or code synchronization and/or time gating like
in some pulse-position-modulated OCDM schemes.

CM also has particular disadvantages, however:

• The optical beating of mutually incoherent signals in the receiver results
in OBI noise. Its power increases with increasing number of channels;

• The large bandwidth of the optical carrier signal makes the modulated
transmitted optical signal vulnerable to chromatic dispersion in the trans-
mission fiber;

• The transmitted optical power has to be shared by all receivers;

These disadvantages fundamentally limit the number of CM channels that can
be multiplexed, the bit rates that can be supported and distances that can be
spanned.

Another particular disadvantage of the CM systems published so far is that
they all used relatively complicated active components in order to synchronize
the phases and/or polarization states of the coherent light waves and hence
guarantee complete interference.

Moreover, CM is quite a conceptually complicated technique, in the sense
that rather involved mathematical analysis is required for deriving the design
constraints of CM systems. This might be one of the causes for the fact that
CM is not a very mature technique yet: even though it has existed for almost
thirty years, only few research groups have worked on it so that the technology
has not really progressed beyond theoretical proposals and analyses, and the
rather preliminary laboratory demonstrations that have been described above.
Quite some papers have been published, but most were written very compactly
and are therefore not easy to read.

The main challenges that seem to remain in CM technology are:

• to design dedicated optical sources, optical circuits and optical receivers
with high bandwidths, low losses (so that EDFAs are not required) and
low costs;

• to find a simple way to achieve phase synchronization or avoid the need of
phase synchronization, so that external control electronics can be omitted;

• to design network structures and protocols that optimally cope with the
limitations of CM as a physical layer technique.

Especially the conceptually challenging appeal of CM makes it a very interest-
ing topic for multidisciplinary academic research.
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14 Chapter 1. Introduction

1.6 Research objective

The goal of the research that is presented in this thesis was to investigate the
opportunities of CM on a system level basis, or more specifically:

• to compare different implementation alternatives of CM systems, based
on both theoretical performance and practical implementation aspects;

• to derive design constraints for CM systems in terms of

– number of channels that can be multiplexed;

– bit rates that can be supported;

– maximum link lengths;

• to propose new system concepts to improve performance, increase robust-
ness and reliability and/or lower the costs;

• to investigate the specific applicability of CM as an RF feeder technology;

• to specify requirements on the several parts that are to be used in CM
systems, in order to give directions for further research on circuit and
component level.

This implies that the actual technology for the electrical and optical circuits
has not been considered in detail; focus was on the actual signal processing
that is involved. The research has been confined to theoretical analysis and
simulation, because the specialized optical components that would be required
for realizing a proper laboratory demonstration have not been available during
the project, so that experimental verification was not possible.

1.7 Outline of the thesis

After this introduction in the first chapter, the thesis starts with an analyti-
cal description for modeling the behavior of the various optical and electrical
components that are used in CM systems. These models form the basis of the
theoretical analyses that are presented in the remainder of the thesis. Chap-
ter 3 describes a tool that was developed for verifying these theoretical results
by means of simulation. This tool is based on time-discrete equivalents of the
continuous-time models that are described in Chapter 2. Chapter 4 continues
with an elaborate explanation of the coherence modulation and demodulation
concept on which CM is based. Some different topologies for multiplexing sev-
eral coherence-modulated channels are described, analyzed and compared in
Chapter 5. Chapter 6 presents some alternative receiver schemes for demulti-
plexing CM channels, with particular emphasis on phase diversity reception.
The effect of chromatic dispersion in single-mode fiber is neglected in Chap-
ter 4—6; this is studied in detail in Chapter 7. Chapter 8 is devoted to specific
aspects of using CM as an RF feeder technology in wireless access systems.
The thesis ends with conclusions and recommendations in Chapter 9.
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Chapter 2

Analytical models of
components

2.1 Introduction

Since the focus of this research is on the system-level analysis of coherence
multiplexing (CM), mathematical models are required to describe the behavior
of the several components that are present in CM systems. Because some of
these models are not quite straightforward, they are discussed in this chapter.
Moreover they will serve as a basis for the simulation tool that is described in
Chapter 3.

First, an explanation is given on the way in which the optical signal is
described by a scalar wave representation. Based on this description method,
the model for polarized thermal light is described, followed by a description of
the optical encoders and decoders and their constituting components: couplers,
delay lines and modulators. Then it will be explained how the attenuation and
chromatic dispersion in single-mode optical fibers are modeled, succeeded by
a description of the photon-electron conversion process in the photodiodes, in
terms of the doubly-stochastic Poisson arrival model. Finally, a model for the
behavior of the transimpedance amplifiers in the optical receivers is given.

2.2 Representation of optical signals

As was explained in Section 1.5, the concept of CM is based on optical in-
terference, which is related to the mutual temporal coherence between light
waves. This effect can be described by considering the instantaneous powers
and phases of the light waves that are involved in the interference process.

It is well-known that the electromagnetic waves in an optical waveguide or
fiber travel in different modes [49], each mode having its own mode profile (for
the electric and magnetic field vectors) and propagation constant. The mode

15
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16 Chapter 2. Analytical models of components

profile describes how the electric and magnetic field vector elements depend
on the spatial coordinates in the directions perpendicular to the propagation
direction. For a homogeneous waveguide (that is, a waveguide in which the
dimensions perpendicular to the propagation direction do not depend on the
coordinate along the propagation direction), the shapes of these mode profiles
do not change as the modes propagate through the waveguide.

Hence, when we consider a monochromatic wave propagating in the z-
direction through a single-mode homogeneous waveguide, then the complex
electric and magnetic field vectors in the waveguide as a function of the spatial
coordinates and time t can be written as

E(s, z, t) =
√

2P0E0(s) exp(j 2π fct − γ z) , (2.1)

H(s, z, t) =
√

2P0H0(s) exp(j 2π fct − γ z) , (2.2)

where s is a two-dimensional vector denoting the coordinates in the direction
perpendicular to the propagation direction z, P0 is the total power passing
through the cross-section of the waveguide in the s-plane at z = 0, E0(s) and
H0(s) are the electric and magnetic mode field profiles, respectively, fc is the
optical carrier frequency and

γ = α + jβ (2.3)

is the propagation constant, where α is the attenuation constant (in Np/m) and
β is the phase constant (in rad/m). The mode profiles and the propagation
constant depend on the optical frequency and the geometry of the waveguide,
and follow from Maxwell’s equations.

The complex power flow per unit area and its direction follow from the
complex Poynting vector, which is given by

S(s, z, t) = E(s, z, t)×H∗(s, z, t) , (2.4)

where × denotes vector product and ∗ denotes complex conjugate. The total
power passing through a cross-section C1 in the s-plane at z = z1 follows by
integrating the real part of the Poynting vector over C1:

P (z1, t) = 1
2

∫∫

C1

Re
{

S(s, z1, t)
}

• dA , (2.5)

where Re{.} denotes real part and • denotes inner product. Since we know
that P (0, t) = P0 (by definition), it follows that the mode profiles should be
normalized such that

∫∫

C1

Re
{

E0(s)×H∗
0(s)

}

• dA = 1 , (2.6)

resulting in
P (z1, t) = P0 exp(−2α z1) . (2.7)
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When a non-monochromatic wave is considered, the electric and magnetic fields
can be considered as continuous sums of all the spectral components that consti-
tute the optical wave. (This follows from the linearity of Maxwell’s equations.)
Taking into account that the mode profiles and the propagation constant are
functions of frequency, one can write:

E(s, z, t) =

∫ ∞

−∞
X(f)E0(s, f) exp

(

j 2π f t − γ(f) z
)

df , (2.8)

H(s, z, t) =

∫ ∞

−∞
X(f)H0(s, f) exp

(

j 2π f t − γ(f) z
)

df , (2.9)

where X(f) can be considered as the complex amplitude density of the spectral
components that constitute the optical wave at z = 0, and the frequency-
dependent mode profiles are defined such that (2.6) holds for every individual
frequency.

In this thesis it will be assumed that the considered optical signals are
relatively narrowband (that is, their bandwidths are much smaller than the
optical center frequency) so that the mode profiles can be considered constant in
the frequency range of interest. The total instantaneous power passing through
a cross-section of the waveguide at z = z1 can now be derived by following a
similar procedure as for the monochromatic case, resulting in

P (z1, t) = 1
2

∣

∣

∣

∣

∫ ∞

−∞
X(f) exp

(

j 2π f t − γ(f) z1

)

df

∣

∣

∣

∣

2
. (2.10)

As a result, the vector field of an optical wave propagating through a single-
mode homogeneous waveguide can be described by a scalar complex band-pass
signal x(t) (also called pre-envelope or analytic signal) which is the inverse
Fourier transform of X(f). It is called the scalar wave representation of the op-
tical field [50,51]. This signal simply represents the optical power and phase—
and not the actual mode field profile. Propagation through the waveguide over
a distance l simply implies that x(t) is filtered by a linear system with transfer
function

H(f) = exp
(

−γ(f) l
)

, (2.11)

and optical modulation can simply be modeled as scalar modulation of x(t).
The scalar wave representation can be written in the amplitude and phase

form:
x(t) ,

√

2Px(t) exp
(

j 2πfct + jφx(t)
)

, (2.12)

where

• the carrier frequency fc corresponds to the optical center frequency, so
we have fc = c0/λc where c0 is the speed of light in vacuum and λc is the
optical center wavelength in vacuum;

• the (time-varying) phase φx(t) corresponds to the optical phase;
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18 Chapter 2. Analytical models of components

• the (time-varying) power Px(t) corresponds to the total optical power
passing through the corresponding cross-section. Note that it can be
calculated from x(t) as

Px(t) , 1
2

∣

∣x(t)
∣

∣

2
. (2.13)

Alternatively, we can write x(t) in terms of its quadrature components ux(t)
and vx(t), respectively:

x(t) =
[

ux(t) + j vx(t)
]

exp(j 2πfct) , (2.14)

where

ux(t) ,
√

2Px(t) cos
(

φx(t)
)

, (2.15)

vx(t) ,
√

2Px(t) sin
(

φx(t)
)

. (2.16)

Obviously, the unit of x(t) (and its quadrature components) is
√

W (square-
root of Watts). In the remainder of this thesis, when we speak about “optical
field” or “optical signal”, the pre-envelope of the scalar wave representation
will tacitly be addressed.

Note that the scalar wave representation can only describe an optical wave
in one single (polarization) mode. When unpolarized (or partially polarized)
light is to be described, two separate (eventually correlated) scalar wave repre-
sentations are required for describing the two (orthogonal) polarization modes.
For describing the optical signals in a multimode waveguide, the required num-
ber of scalar wave representations equals the number of excited modes. The
spatial orthogonality of the modes then implies that the total instantaneous
power in the optical wave follows from the sum of the powers in the scalar
wave representations. In this thesis, however, it will be assumed that the op-
tical waves are completely polarized and travel in one single mode, so that only
one scalar wave representation is required.

2.3 Optical sources

The actual behavior of the optical signal x(t) depends on the type of optical
source that is used. In this thesis, broadband optical sources are considered.
They are represented schematically as shown in Figure 2.1. The model that is
used to describe their behavior is explained in the following subsections.

2.3.1 Thermal light model

For the broadband sources that are considered in this thesis, it is assumed that
the thermal light model applies [47, 51]. This implies that x(t) is a circular
complex Gaussian band-pass process, meaning that the quadrature processes
ux(t) and vx(t) are jointly Gaussian distributed. This is a reasonably accurate
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x(t)

Figure 2.1: Schematic representation of a broadband optical source

approximation for sources where the light is generated by means of spontaneous
emission, such that the actual optical field corresponds to the superposition of
many (independent) hole-electron recombinations, such that the Central Limit
Theorem can be applied.

2.3.2 Spectral characteristics

The spectral properties of x(t) can be described in terms of its autocorrelation
function or coherence function

Rx∗x(t1, t2) , E
[

x∗(t1)x(t2)
]

. (2.17)

Since x(t) is assumed to be a wide-sense stationary (or circular) process, this
can be written as [51]

Rx∗x(τ) , Rx∗x(t, t + τ) = 2
[

Ruxux
(τ) + jRuxvx

(τ)
]

exp(j 2πfcτ) , (2.18)

where Ruxux
(τ) is the autocorrelation function of ux(t) and Ruxvx

(τ) is the
cross-correlation function of the ux(t) and vx(t), according to the notation
in (2.14). ux(t) and vx(t) are also wide-sense stationary, and both Ruxux

(τ)
and Ruxvx

(τ) are real-valued functions, with

Ruxux
(τ) = Ruxux

(−τ) , (2.19)

Ruxvx
(τ) = −Ruxvx

(−τ) . (2.20)

Alternatively, the spectral properties of x(t) can be described in terms of
its power spectral density function Sx∗x(f), which follows from the Wiener-
Khinchin Theorem:

Sx∗x(f) ,
∫ ∞

−∞
Rx∗x(τ) exp(−j 2πfτ) dτ

= 2Suxux
(f − fc) + 2jSuxvx

(f − fc) , (2.21)

where Suxux
(f) is the (real-valued) power spectral density function of ux(t)

and Suxvx
(f) is the (imaginary-valued) cross-power spectral density function

of ux(t) and vx(t). Both Suxux
(f) and Suxvx

(f) are located at the baseband,
so that Sx∗x(f) is a real-valued, single-sided positive function of frequency.
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The mean power Px of x(t) can be derived either from the autocorrelation
function or the power spectral density function, using (2.13):

Px , E
[

Px(t)
]

= 1
2Rx∗x(0) = 1

2

∫ ∞

−∞
Sx∗x(f) df . (2.22)

The spectral behavior of x(t) can also be described by the so-called coherence
time τc, which is a measure for the length of a time interval over which one can
reasonably predict the power and phase of x(t), and is formally defined as [51]

τc ,

∫ ∞

−∞

∣

∣Rx∗x(τ)
∣

∣

2
dτ

R2
x∗x(0)

, (2.23)

so actually the coherence time corresponds to the effective width of
∣

∣Rx∗x(τ)
∣

∣

2
.

By applying Parseval’s Theorem one can rewrite this definition as

τc =
1

4P 2
x

∫ ∞

−∞
S2

x∗x(f) df . (2.24)

2.3.3 Gaussian spectral profile

In case of a light-emitting diode (LED) or superluminescent LED (SLED), the
coherence function of x(t) can be approximated by a Gaussian shape [47]:

Rx∗x(τ) ≈ 2Px exp

(

−π

2

(

τ

τc

)2
+ j 2πfcτ

)

. (2.25)

From (2.18) (and from the fact that Ruxux
(τ) and Ruxvx

(τ) should be real-
valued) it then follows that

Ruxux
(τ) = Px exp

(

−π

2

(

τ

τc

)2
)

, (2.26)

Ruxvx
(τ) = 0 . (2.27)

Hence, the quadrature components ux(t) and vx(t) are uncorrelated and —since
they are Gaussian— independent.

The power spectral density functions of ux(t) and x(t) follow by Fourier
transformation:

Suxux
(f) =

√
2Pxτc exp

(

−2π(f τc)
2
)

(2.28)

Sx∗x(f) = 2
√

2Pxτc exp
(

−2π(f − fc)
2τ2

c

)

. (2.29)

Using this formula it can be proven that the full-width-at-half-maximum band-
width ∆f of x(t) —that is, the difference between the frequencies at which
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Sx∗x(f) takes half of its maximum value— is related to τc as

τc =

√

2 ln 2

π
· 1

∆f
. (2.30)

This can be related to a corresponding linewidth ∆λ in the wavelength domain
by

∆f ≈
∣

∣

∣

∣

∂f

∂λ
(λ = λc)

∣

∣

∣

∣

· ∆λ =
c0

λ2
c

· ∆λ , (2.31)

resulting in

τc ≈
√

2 ln 2

π
· λ2

c

c0
· 1

∆λ
. (2.32)

Example 2.1

Using (2.31) and (2.32) it can be calculated that an LED with a linewidth
of 40 nm operating at 1310 nm has a bandwidth of approximately 7 THz
and a coherence time of approximately 0.1 ps. The same coherence time and
bandwidth are obtained for an LED with a linewidth of approximately 56 nm
operating at 1550 nm. All of these are realistic values for practical LEDs. (Note
that LEDs with equal coherence times and different center wavelengths have
the same bandwidth but different linewidths.)

2.3.4 Intensity noise

The instantaneous power of thermal light is also a random process and hence
not constant. This can be seen by writing the instantaneous power as

Px(t) = 1
2

[

u2
x(t) + v2

x(t)
]

(2.33)

Since ux(t) and vx(t) are Gaussian distributed and Ruxvx
(0) = 0, Px(t) can

actually be proven to be χ2-distributed. The autocorrelation function of Px(t)
follows from

RPxPx
(t1, t2) , E

[

Px(t1)Px(t2)
]

= 1
4E

[

∣

∣x(t1)
∣

∣

2∣
∣x(t2)

∣

∣

2
]

. (2.34)

Using the complex Gaussian moment theorem [51], which states the fourth
order moment of four zero-mean circular complex Gaussian variables X1, X2,
X3 and X4 is given by

E
[

X1X
∗
2X3X

∗
4

]

= E
[

X1X
∗
2

]

E
[

X3X
∗
4

]

+ E
[

X1X
∗
4

]

E
[

X∗
2X3

]

, (2.35)

(2.34) can be written as

RPxPx
(t1, t2) = 1

4E
[

∣

∣x(t1)
∣

∣

2
]

E
[

∣

∣x(t2)
∣

∣

2
]

+ 1
4E

[

x(t1)x
∗(t2)

]

E
[

x∗(t1)x(t2)
]

= E
[

Px(t1)
]

E
[

Px(t2)
]

+ 1
4 |Rx∗x(t1, t2)|2 . (2.36)
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When x(t) corresponds to an unmodulated source signal, it is wide-sense sta-
tionary and we have

RPxPx
(τ) = P 2

x + 1
4 |Rx∗x(τ)|2 . (2.37)

The power spectral density function of Px(t) follows by Fourier transformation,
resulting in

SPxPx
(f) = P 2

x δ(f) + 1
4

∫ ∞

−∞
Sx∗x(ν)Sx∗x(ν − f) dν , (2.38)

where δ(.) is the Dirac delta function. Obviously, the instantaneous power Px(t)
consists of a constant term Px plus noise with a bandwidth that is in the order
of the bandwidth of x(t).

For sources with a Gaussian spectral profile one can find

RPxPx
(τ) = P 2

x

[

1 + exp

(

−π

(

τ

τc

)2
)]

, (2.39)

SPxPx
(f) = P 2

x

[

δ(f) + τc exp
(

−π(f τc)
2
)]

. (2.40)

The intensity noise of two correlated optical signals x1(t) and x2(t) is also
correlated, as follows from the cross-correlation functions of Px1

(t) and Px2
(t).

Using (2.35) one can find that it can be written as

RPx1
Px2

(t1, t2) , E
[

Px1
(t1)Px2

(t2)
]

= 1
4E

[

∣

∣x1(t1)
∣

∣

2∣
∣x2(t2)

∣

∣

2
]

= 1
4E

[

∣

∣x1(t1)
∣

∣

2
]

E
[

∣

∣x2(t2)
∣

∣

2
]

+ 1
4E

[

x1(t1)x
∗
2(t2)

]

E
[

x∗
1(t1)x2(t2)

]

= E
[

Px1
(t1)

]

E
[

Px2
(t2)

]

+ 1
4

∣

∣Rx∗
1x2

(t1, t2)
∣

∣

2
. (2.41)

2.4 Optical encoders and decoders

In order to realize the coding and decoding operation in CM transmitters and
receivers, interferometers with large path imbalances are required. In this the-
sis, it is assumed that these devices are realized as Mach-Zehnder interferom-
eters (MZIs) using planar integrated optical circuits, since this implies that
certain assumptions can be made about the state of polarization (SOP) of the
optical signals at the outputs of the circuits. The assumptions that will be
made here are that:

1. the optical signals at the input of a specific optical device all have the
same SOP;

2. birefringence and polarization mode coupling in the optical device are
assumed to result in eventual SOP shifts such that all the signals at the
output of the device still have the same SOP.
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All devices in the system are assumed to satisfy these conditions. Hence, the
optical signals at all inputs and outputs can each be described by just one scalar
wave representation. Moreover, the optical circuits are required to satisfy these
criteria in order to guarantee that maximal interference will occur in a matched
receiver.

The interferometers consist of couplers and delay lines, and —in case of
an encoder— a modulator might be added to one of the interferometer arms.
These components are described in the following subsections.

2.4.1 Couplers

Two-arm interferometers can be fabricated by means of simple 2×2 directional
couplers. A schematic representation of such a coupler is shown in Figure 2.2.

Figure 2.2: Schematic representation of an optical 2×2 directional coupler

Ideally, these couplers are lossless. In that case the transfer of the optical signals
from each input to each output can be described by the following matrix [52]:

[H2×2] =





√
1 − κ j

√
κ

j
√

κ
√

1 − κ



 , (2.42)

κ is called the coupling constant. Although κ will generally be wavelength
dependent, it will be assumed in this thesis that it is constant in the entire
frequency range of the considered optical signals. Hence, the complex optical
signal at a particular output simply follows by multiplying the complex optical
signals at the inputs by the corresponding matrix elements and summing them.

When κ = 1/2, the power of each input port is equally split over the two
output ports, and the coupler is said to be uniform. The 2×2 couplers in this
thesis are all assumed to be uniform, unless otherwise stated.

Obviously, cross-port transmissions have a phase shift of π
2 radians with

respect to the through-port transmissions. We will see later that this last
phenomenon is relevant in a balanced detector configuration.

For other splitters and combiners in CM systems, this phase shift is not
really relevant. Therefore, it will simply be assumed that each transmission in
an N -port splitter or combiner can be characterized by a real constant that
simply denotes an intrinsic splitting/combining loss N and eventually some
excess loss.
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2.4.2 Delay lines

In order to create mutually incoherent light waves, the interferometers need to
have a difference in group delay between the upper and lower arm (or path-
imbalance) that exceeds the coherence time of the light. Since actually only the
difference in delay between the arms matters for studying interference effects,
the delay of the upper arm (which will always be considered as the so-called
reference arm) will be written as zero, whereas the other arms are attributed
delay values T that actually correspond to the difference in delay with respect
to the reference arm. This is illustrated in Figure 2.3.

T

Figure 2.3: Schematic representation of a Mach-Zehnder interferometer with
path-imbalance T

The delay lines are assumed to have negligible loss and dispersion. Moreover,
it is assumed —for convenience— that the delay values denote both the phase
delay and the group delay, so that the transfer function in the frequency range
of interest corresponds to (2.11) with

γ(f) l = j 2π f T . (2.43)

Although the phase delay and group delay are not equal in practice, one can
verify that this assumption does not fundamentally affect the results of the
analyses.

2.4.3 Modulators

The encoder circuit in the transmitter also comprises a modulator. Basically,
there are two possibilities:

1. Phase modulation (PM): in that case, the lower arm of the interferometer
contains a modulator that modulates the phase of the light wave through
the lower arm by a value φmod(t), with −π < φmod(t) ≤ π. This is
illustrated in Figure 2.4(a);

2. Intensity modulation (IM): in that case, a modulator is put in front of
the interferometer, which modulates the intensity (or power) of the light
wave that enters the interferometer by a (dimensionless) value mmod(t),
so the amplitude of the optical field is modulated by a value

√

mmod(t),
with 0 ≤ mmod(t) ≤ 1. This is illustrated in Figure 2.4(b).

In general analyses of CM systems, it will be assumed that both modulators
are there, and when PM is considered, it assumed that mmod(t) = 1, whereas
when IM is considered, it is assumed that φmod(t) = 0.
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x(t) y(t)

TTx

φmod(t)

PM

(a) Phase modulation (PM)

x(t) y(t)

TTxmmod(t)

IM

(b) Intensity modulation (IM)

Figure 2.4: Schematic representation of a CM transmitter for phase modula-
tion (PM) and intensity modulation (IM)

2.5 Single-mode optical fiber

In CM systems, several communication channels are multiplexed through a
common optical fiber cable. In case of large fiber lengths, the transmission
will be hampered by attenuation and chromatic dispersion. In case of a single-
mode fiber (SMF) cable, these effects are reflected by the transfer function of
the fiber, which relates the optical fields at the input and output of the fiber.
It can be written as:

Hf(f) = 10−α(f)lf/20 exp
(

−jβ(f)lf

)

, (2.44)

where α(f) and β(f) are the (frequency-dependent) optical power loss per unit
length (in dB/m) and phase change per unit length (in rad/m), respectively,
and lf is the length of the fiber (in m).

2.5.1 Attenuation

Although the attenuation of the fiber depends on the optical frequency (and
hence on the wavelength), it can be considered constant in the frequency range
where the power spectral density of the source is located. This is illustrated
in Figure 2.5(a), where the optical attenuation per unit length α(f) is drawn
as a function of frequency. The dotted lines are (normalized) graphs of the
power spectral densities of typical optical signals that could be used in CM,
with center wavelengths and and bandwidths as described in Example 2.1.

As a result, the attenuation in the frequency range that corresponds to the
source’s frequency range only depends on the central frequency fc of the source
such that one can write

α(f) ≈ α(fc) . (2.45)

This is illustrated by the bold horizontal lines in Figure 2.5(a).

Example 2.2

For standard SMF [1], typical losses are 0.3–0.4 dB/km in the 1310 nm wave-
length region and 0.15–0.25 dB/km in the 1550 nm region.
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(b) Group delay per unit length

Figure 2.5: Attenuation and group delay per unit length of a typical standard
SMF as a function of optical frequency

2.5.2 Dispersion

Since broadband sources are used in CM systems, it is important to consider
the fact that the group delay per unit length

τg(f) ,
β′(f)

2π
=

1

2π

∂β

∂f
(2.46)

varies with frequency. This is illustrated in Figure 2.5(b), where the group
delay per unit length of a typical SMF has been plotted as a function of the
optical frequency.

Obviously, the effect of dispersion is that the different spectral components
of the optical signal propagate at different speeds. When the center frequency fc

is for example 194 THz, τg(f) can be approximated by its first order Taylor
series :

τg(f) ≈ τg(fc) + τ ′
g(fc) · (f − fc) . (2.47)

This is illustrated by the bold straight line around 194 THz in Figure 2.5(b).
β(f) can now be written as

β(f) ≈ β(fc) + 2π
[

τg(fc) · (f − fc) + 1
2τ ′

g(fc) · (f − fc)
2
]

. (2.48)

The first term corresponds to a constant phase shift, whereas the second (lin-
ear) term corresponds to a constant delay (per unit length). The third term
corresponds to what is called first order dispersion. τ ′

g(fc) is called the first
order dispersion coefficient.

From Figure 2.5(b), it can be seen that as fc gets closer to 230 THz, the first
order dispersion becomes smaller. Note however, that although the first order
dispersion coefficient becomes zero at 230 THz (therefore 1310 nm is called
the zero-dispersion wavelength), there is still variation in group delay around
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230 THz. This is called second order dispersion, and it can be incorporated by
extending the approximation of τg(f) to the second order Taylor series:

τg(f) ≈ τg(fc) + τ ′
g(fc) · (f − fc) + 1

2τ ′′
g (fc) · (f − fc)

2 . (2.49)

This is illustrated by the bold parabolic line around 230 THz in Figure 2.5(b).
β(f) can now be written as

β(f) ≈ β(fc) + 2π
[

τg(fc) · (f − fc) + 1
2τ ′

g(fc) · (f − fc)
2

+ 1
6τ ′′

g (fc) · (f − fc)
3
]

, (2.50)

where τ ′′
g (fc) is the second order dispersion coefficient. Note that the first order

dispersion term can be omitted when the corresponding coefficient is zero.
For most fibers, the first and second order dispersion coefficients are speci-

fied in terms of the derivatives of the group delay per unit length with respect
to wavelength instead of frequency. In those cases, the following conversion
formulas can be used:

dτg

df
=

dλ

df

dτg

dλ
= − c0

f2

dτg

dλ
= −λ2

c0

dτg

dλ
, (2.51)

d2τg

df2
=

dλ

df

d

dλ

[

−λ2

c0

dτg

dλ

]

=
λ3

c2
0

[

2
dτg

dλ
+ λ

d2τg

dλ2

]

, (2.52)

or

τ ′
g(fc) = −λ2

c

c0
τ ′
g(λc) , (2.53)

τ ′′
g (fc) =

λ3
c

c2
0

[

2 τ ′
g(λc) + λcτ

′′
g (λc)

]

. (2.54)

Example 2.3

For standard SMF [1], chromatic dispersion around 1550 nm is dominated by
first order dispersion, with a typical dispersion coefficient

τ ′
g(1550 nm) ≈ 20 ps/(nm · km) , (2.55)

so we have
τ ′
g(194 THz) ≈ −160 ps/(THz · km) . (2.56)

The zero-dispersion wavelength of a standard SMF is approximately 1310 nm.
The second order dispersion coefficient is typically

τ ′′
g (1310 nm) ≈ 0.1 ps/((nm)2 · km) , (2.57)

or
τ ′′
g (230 THz) ≈ 3.3 ps/((THz)2 · km) . (2.58)
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2.6 Photodetectors

Photodetectors convert the detected optical power P (t) into a current Ipd(t).
This is schematically represented in Figure 2.6.

P (t) Ipd(t)

Figure 2.6: Schematic representation of a photodiode

There are two reasons why the calculation of the output current of the photo-
diode in a CM system is not straightforward:

1. The power of the light that is to be detected by the photodiode will
generally be random, because of the broadband sources that are used
(see Subsection 2.3.4);

2. The power-current conversion process is also random, since the generation
of hole/electron pairs can be considered as a random point process, even
when the instantaneous input power is deterministic.

In this thesis it will be assumed that PIN photodiodes rather than avalanche
photodiodes (APDs) are used for photodetection, because:

• APDs are more expensive than PIN photodiodes;

• APDs require a much higher biasing voltage and require external cooling,
hence requiring a more expensive driving circuit than PIN photodiodes;

• APDs have a much slower response than PIN photodiodes;

• APDs grew outdated since the introduction of the erbium-doped fiber
amplifier (EDFA).

For a PIN photodiode, the actual photocurrent can be written as

Ipd(t) =
∑

i

e hpd(t − ti) , (2.59)

where e ≈ 1.60 · 10−19 C is the electron charge,
{

ti
}

are the random electron-
hole pair generation event times, and hpd(t) is the impulse response of the
photodiode which is normalized such that

∫ ∞

−∞
hpd(ρ) dρ = 1 . (2.60)
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The random event times {ti} are assumed to be governed by a doubly-stochastic
inhomogeneous Poisson process [49, 51, 53]. This kind of process is extensively
analyzed in Appendix A.

In this case, the rate Λ(t) of the process corresponds to the average gener-
ation rate of electron-hole pairs, which is given by

Λ(t) =
P (t)λcη

h c0
, (2.61)

where P (t) and λc are the (random) power and center wavelength of the inci-
dent optical signal, respectively, η is the quantum efficiency of the photodiode,
h ≈ 6.63 · 10−34 J s is Planck’s constant and c0 ≈ 3.00 · 108 m/s is the speed of
light in vacuum.

In Appendix A it is proven that the photocurrent (2.59) has expected value

E
[

Ipd(t)
]

= e

∫ ∞

−∞
hpd(t − ρ)E

[

Λ(ρ)
]

dρ ,

and autocorrelation function

RIpdIpd
(t1, t2) = e2

∫ ∞

−∞
hpd(t1 − ρ)hpd(t2 − ρ)E

[

Λ(ρ)
]

dρ

+ e2

∫ ∞

−∞

∫ ∞

−∞
hpd(t1 − ρ1)hpd(t2 − ρ2)RΛΛ(ρ1, ρ2) dρ1 dρ2 . (2.62)

Moreover, the cross-correlation function of the currents Ipd,1(t) and Ipd,2(t) of
two photodiodes with correlated input rates Λ1(t) and Λ2(t) is proven to be

RIpd,1Ipd,2
(t1, t2) =

e2

∫ ∞

−∞

∫ ∞

−∞
hpd,1(t1 − ρ1)hpd,2(t2 − ρ2)RΛ1Λ2

(ρ1, ρ2) dρ1 dρ2 . (2.63)

Using (2.61) and defining the responsivity of the photodiode as

Rpd ,
e λcη

h c0
, (2.64)

we can write these equations as

E
[

Ipd(t)
]

= Rpd

∫ ∞

−∞
hpd(t − ρ)E

[

P (ρ)
]

dρ , (2.65)

RIpdIpd
(t1, t2) = Rpde

∫ ∞

−∞
hpd(t1 − ρ)hpd(t2 − ρ)E

[

P (ρ)
]

dρ

+ R2
pd

∫ ∞

−∞

∫ ∞

−∞
hpd(t1 − ρ1)hpd(t2 − ρ2)

· RPP (ρ1, ρ2) dρ1 dρ2 , (2.66)

RIpd,1Ipd,2
(t1, t2) = R2

pd

∫ ∞

−∞

∫ ∞

−∞
hpd,1(t1 − ρ1)hpd,2(t2 − ρ2)

· RP1P2
(ρ1, ρ2) dρ1 dρ2 . (2.67)
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From (2.66) it follows that two types of fluctuations occur in the photocurrent:

1. Fluctuations induced by a fluctuating power at the input of the photodi-
ode, for example due to source intensity noise or beat noise. (We will get
back to this in Section 4.2.) This is reflected by the second term of (2.66);

2. Fluctuations induced by the random generation times of hole/electron
pairs. This is called shot noise. It is present even when the detected
optical power is constant, as reflected by the first term of (2.66).

From (2.67) it can be concluded that correlation between optical power fluctu-
ations at the inputs of two photodiodes induces correlation between the pho-
todiode currents. (The shot noise currents are not correlated, however.)

Example 2.4

As can be seen from (2.64), the responsivity Rpd of a PIN photodiode de-
pends on the wavelength range in which it is applied, but also on the quantum
efficiency η, which is determined amongst others by the geometry and consti-
tuting material of the junction. In practice photodiodes have been realized for
application in the higher wavelength range (1.3—1.6 µm) in Ge and InGaAs,
with responsivities in the order of 0.8 A/W, and bandwidths up to several GHz.

2.7 Transimpedance amplifiers

Since photocurrents are very small (in the order of 10–100 µA) amplification is
required to process this signal. The optical receivers in CM systems are based
on configurations where the photodiodes are operated in reverse bias mode, and
their current is amplified by means of a transimpedance amplifier (TIA). The
main motivation for this is to achieve a linear relation between optical power
and output signal of the receiver, which is critical in coherence demodulation,
as we will see later. A TIA converts the input current Iin(t) in a voltage Vout(t),
as shown in Figure 2.7.

Iin(t)

Ith(t)

Vout(t)
TIA

Figure 2.7: Schematic representation of a transimpedance amplifier (TIA)
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Due to the random motion of charge carriers in the resistive parts and semi-
conductor components inside the TIA, thermal noise and shot noise are added
to the output signal. This can be modeled as a Gaussian distributed equivalent
input noise current Ith(t), so that we can write

Vout(t) = ZTIA

[

Iin(t) + Ith(t)
]

, (2.68)

where ZTIA is the transimpedance of the TIA. Note that it is assumed that the
TIA has infinite bandwidth, since in practice the bandwidth of the TIA will
be larger than the bandwidth of the detection filter that follows the TIA. The
thermal noise Ith(t) is assumed to be white in the frequency range of interest,
so that its power spectral density function can be written as:

SIthIth
(f) = Sth .1 (2.69)

Iin(t) and Ith(t) can be considered as independent signals, and Ith(t) can be as-
sumed to be zero-mean, so that the expected value and autocorrelation function
of Vout(t) can be written as

E
[

Vout(t)
]

= ZTIAE
[

Iin(t)
]

, (2.70)

RVoutVout
(t1, t2) = Z2

TIA

[

RIinIin
(t1, t2) + Sthδ(t1 − t2)

]

. (2.71)

Example 2.5

Various types of TIAs are available as commercial products, often integrated
together with the photodiode(s) as complete optical receiver modules, with
specifications that strongly depend on the type of application.

The transimpedance of these TIAs ranges from hundreds of ohms to several
tens of kilo-ohms, and the power spectral density of the equivalent input noise
current ranges from several up to several hundreds of (pA)2/Hz, both depending
on amongst others bandwidth and power supply.

Other important specifications of TIAs are bandwidth and dynamic range,
which determine the amplitude and frequency range for which input signals are
amplified without (non-)linear distortion. This is not further considered in this
thesis, however, as implicitly stated by (2.68).

2.8 Conclusion

This concludes the description of the analytical models for the various com-
ponents that constitute CM systems. In the next chapter it will be shown
how these (continuous-time) models can be represented in discrete-time form
and hence be applied in computer simulations. In the remaining chapters,
the continuous-time models will serve as a basis for the theoretical analyses of
various CM systems.

1For many optical receivers the noise power is specified by the root mean square equivalent
input noise current per

√
Hz, which is the square root of Sth.
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Chapter 3

Simulation tool

3.1 Introduction

The results that will be presented in this thesis are mainly based on theoret-
ical analyses. There are four reasons, however, why it useful also to refer to
simulations next to theoretical analyses:

• The simulation results can be used to verify the results of the analyses.
In this way it can be checked whether mistakes have been made in the
derivations and whether all the mathematical approximations are accu-
rate;

• Especially in the case of complicated systems, models are often greatly
simplified in order to facilitate theoretical analysis, resulting into inac-
curacies of analytical results. These inaccuracies can be identified by
running simulations based on more advanced models;

• Particularly in cases where random processes play an important role,
simulations can provide a good way of visualizing the actual signals that
are involved, which enhances the understanding of the system concepts;

• Theoretical analysis may in some cases be a more time-consuming proce-
dure than simply running a short simulation. Therefore, simulation can
in some cases be a good way of quickly obtaining a first impression about
a certain new system concept.

Most commercially available simulators for optical communication systems are
not suitable for studying the kind of systems that are considered in this thesis,
however. The reason for this is that most simulators base their calculations
purely on the power of the optical signals that are involved, and not on the
optical phase. Consequently, it is not possible to study systems that are based
on interference of broadband light waves, as is the case in CM. Therefore, it
was decided to create a tool dedicated to the simulation of broadband light
wave communication systems.

33
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SimulinkTm [54] was chosen as a simulation environment, since it enables the
user to describe and simulate dynamical systems using a graphical user interface
(GUI). These systems consist of building blocks that are taken either from
standard or customized block libraries. MatlabTm [55] is used as the underlying
math package.

This chapter describes the SimulinkTm block library that was created for
simulating CM systems. The blocks in this library are based on the analytical
models that are described in Chapter 2.

3.2 Discrete-time representation of optical signals

Since the calculations of the simulator are to be carried out on a digital com-
puter, the actual signals that are involved in the simulated systems need
to be represented in discrete-time form. This means that the signals that
are processed in the simulator are actually sampled versions of the simulated
continuous-time signals.

According to Nyquist’s criterion, a signal that has an absolute bandwidth
of B Hz is completely described by specifying its values at time instants sepa-
rated by Tsamp seconds, provided that Tsamp ≤ 1

2B [56].
In Section 2.2 it was explained how one polarization mode of an optical

signal can be analytically described by means of a scalar wave representation.
It was defined as a complex band-pass signal x(t). Representing the optical
signal in the simulator by means of samples of x(t) would require very high
sample rates, however, because of the large center frequency of optical signals.

Example 3.1

For a center wavelength of 1310 nm, the center frequency is

fc =
c0

λc
=

3.00 · 108

1.31 · 10−6
Hz ≈ 230 THz , (3.1)

so if x(t) were directly sampled, the sampling frequency should be at least

fsamp ,
1

Tsamp
≥ 2fc ≈ 4.6 · 1014 samples/s . (3.2)

This means that simulation of 1 Gbps transmission would require

fsamp

Rb
≈ 4.6 · 1014

109
samples/bit = 4.6 · 105 samples/bit . (3.3)
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A better approach is to take samples of the complex envelope rather than the
pre-envelope, because x(t) is a band-pass signal with a bandwidth which is
generally much lower than the center frequency. Therefore, the signals in the
simulator consist of sequences of complex numbers

{

x̃(n)
}

,
{

ũx(n) + j ṽx(n)
}

, (3.4)

which represents the set of sample values of the complex envelope of the optical
signal. (So the tilde denotes discrete-time representation of the corresponding
continuous-time signal.) Hence, the real and imaginary parts of these num-
bers correspond to the in-phase and quadrature component of the optical field,
{

ũx(n)
}

and
{

ṽx(n)
}

, respectively. The phase corresponds to the optical phase,
and the optical power can be calculated as

Px̃(n) = 1
2

∣

∣x̃(n)
∣

∣

2
= 1

2

[

ũ2
x(n) + ṽ2

x(n)
]

. (3.5)

Recall that the spectrum of ux(t) is Gaussian and hence not limited to a strictly
bounded frequency interval. Therefore, it is not possible to choose a sampling
frequency that does not introduce aliasing. Hence, choosing the sampling fre-
quency is a trade-off between minimizing the amount of simulation time and
minimizing the effect of aliasing. As a criterion one could state that the Nyquist
interval should encompass at least 99% of the power of the source, so:

∫ 1
2Tsamp

− 1
2Tsamp

Suxux
(f) df ≥ 0.99Px . (3.6)

From (2.28) it then follows that

Q

(√
πτc

Tsamp

)

≤ 0.005 ⇒ Tsamp / 0.69 τc , (3.7)

where the Gaussian tail probability Q(.) is defined as

Q(z) ,
1√
2π

∫ ∞

z

exp
(

− 1
2x2

)

dx . (3.8)

For convenience, one could choose Tsamp = τc/2; one can verify that this results
in a Nyquist interval that encompasses approximately 99.96% of the source
power.

Example 3.2

For a center wavelength of 1310 nm and an absolute linewidth of 40 nm, the
coherence time is approximately 0.1 ps (see Example 2.1). If half this value
were taken for the sample time, the sampling rate would be 2 · 1013 samples/s,
which is roughly 23 times smaller than in Example 3.1.
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All the components in the simulator should be modeled as baseband equiva-
lents. Note that for some components, the baseband equivalent characteristics
depend on the center frequency of the optical signal. Therefore, all the sources
in one simulation should have the same center frequency and it should be known
prior to the simulation run because all the components have to initialized based
on this knowledge.

Another desirable design criterion for the simulator is that the procedure for
converting the values of the system parameters into the values of the simulator
parameters must be programmable, so that the simulation can be automati-
cally initialized based on the system parameters that are supplied by the user,
without having to consult external tools.

3.3 LED sources

The LED block should generate a sequence of complex numbers
{

x̃(n)
}

with
characteristics that correspond to the LED model that was described in Sec-
tion 2.3. This implies that the samples should have a Gaussian probability
distribution and a Gaussian baseband power spectral density function, with
a prescribed average power and bandwidth (or linewidth, or coherence time).
The in-phase and quadrature signals (the real and imaginary part of the com-
plex envelope) are mutually independent, so they can simply be generated by:

1. generating two independent white Gaussian noise (WGN) sequences;

2. filtering these two WGN sequences in such a way that their power spectral
density functions become approximately Gaussian.

3.3.1 Generating white Gaussian noise

Discrete-time WGN can be generated in MatlabTm using the RANDN command.
Although the generated numbers

{

w̃(n)
}

are actually pseudo-random, it will be
assumed that they can be considered as mutually independent random variables
which are Gaussian distributed with mean zero and variance 1. As a result,
autocorrelation sequence of this sequence can be written as

Rw̃w̃(m) , E
[

w̃(n)w̃(n + m)
]

=

{

1 , m = 0 ,

0 , m 6= 0 .
(3.9)

The power spectral density follows by taking the discrete-time Fourier trans-
form (DTFT):

Sw̃w̃(ν) ,
∑

m

Rw̃w̃(m) exp(−j 2πν m) = 1 , (3.10)

where ν is the normalized frequency. It is related to the corresponding fre-
quency f in the power spectral density function of the sampled continuous-time
signal by

ν = f Tsamp . (3.11)
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3.3.2 Filtering the white Gaussian noise

After filtering w̃(n) by means of a discrete-time filter with impulse response
sequence h̃s(n), an output signal ũx(n) results with power spectral density

Sũxũx
(ν) = Sw̃w̃(ν)

∣

∣H̃s(ν)
∣

∣

2
=

∣

∣H̃s(ν)
∣

∣

2
, (3.12)

where the frequency response H̃s(ν) of the filter is the DTFT of h̃s(n):

H̃s(ν) ,
∑

n

h̃s(n) exp(−j 2π ν n) . (3.13)

Note that the result of this DTFT is periodic in ν with period 1, so (3.12)
will also be periodic with period 1. Now the aim is to design a filter with a
frequency response such that (3.12) corresponds to the power spectral density
function (2.28) that was found in Section 2.3, for |ν| < 1/2. Hence, the samples
ũx(n) , ux(n · Tsamp) of ux(t) should have power spectral density

Sũxũx
(ν) ≈ 1

Tsamp
Suxux

(

ν

Tsamp

)

=

√
2 Pxτc

Tsamp
exp

(

−2π

(

ν τc

Tsamp

)2
)

, |ν| < 1/2 . (3.14)

It follows that the magnitude of the transfer function of the filter should satisfy

∣

∣H̃s(ν)
∣

∣ ≈
√√

2 Pxτc

Tsamp
exp

(

−π

(

ν τc

Tsamp

)2
)

, |ν| < 1/2 . (3.15)

For a linear phase filter we can take H̃s(ν) =
∣

∣H̃s(ν)
∣

∣, so that the desired

impulse response h̃s(n) follows by taking the inverse DTFT of (3.15):

h̃s(n) =

∫ 1/2

−1/2

∣

∣H̃s(ν)
∣

∣ exp(j 2π ν n) dν

≈
√√

2 Pxτc

Tsamp

∫ 1/2

−1/2

exp

(

−π

(

ν τc

Tsamp

)2
+ j 2π ν n

)

dν . (3.16)

When the sample time Tsamp is smaller than τc/2 (as derived in the previous
section), we can approximate this as

h̃s(n) ≈
√√

2 Pxτc

Tsamp

∫ ∞

−∞
exp

(

−π

(

ν τc

Tsamp

)2
+ j 2π ν n

)

dν

=

√√
2PxTsamp

τc
exp

(

−π

(

nTsamp

τc

)2
)

. (3.17)

In Figure 3.1 part of this impulse response is shown for Tsamp = τc/2.
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→ n

h̃s(n)

[
√

W]

↑

√

Px√
2

0
0-1-2-3-4 1 2 3 4

Figure 3.1: Desired impulse response of the LED filter for Tsamp = τc/2

When the filter is realized as a finite impulse response (FIR) filter, this desired
response can be approximated by choosing the filter coefficients f̃s(n) as a
windowed and shifted version of h̃s(n) [57]. Since H̃s(ν) does not contain sharp
transitions, this can simply be performed by means of a rectangular window:

f̃s(n) =

{

h̃s(n − N) , 0 ≤ n ≤ 2N ,

0 , elsewhere ,
(3.18)

so the length of the window (and hence the number of coefficients) is 2N + 1.
The resulting power spectral density at the output of the filter now follows
from (3.12), (3.13), (3.17) and (3.18) as

Sũxũx
(ν) =

∣

∣

∣

∣

∣

∑

n

f̃s(n) exp(−j 2π ν n)

∣

∣

∣

∣

∣

2

=

∣

∣

∣

∣

∣

N
∑

n=−N

h̃s(n) exp(−j 2π ν n)

∣

∣

∣

∣

∣

2

=

√
2PxTsamp

τc

[

1 + 2
N

∑

n=1

exp

(

−π

(

nTsamp

τc

)2
)

cos(2π ν n)

]2

. (3.19)

In Figure 3.2(a), this has been plotted for Tsamp = τc/2 and different values of
N , and compared to the desired power spectral density (3.14) (dotted curve).



i

i

i

i

i

i

i

i

3.3. LED sources 39

The autocorrelation function of ũx follows from

Rũxũx
(m) , E

[

ũx(n)ũx(n + m)
]

=
∑

n

f̃s(n)f̃s(n + m)

=















N−|m|
∑

n=−N

h̃s(n)h̃s(n + |m|) , |m| ≤ 2N ,

0 , |m| > 2N ,

=















√
2PxTsamp

τc

N−|m|
∑

n=−N

exp

(

−π
(

2n2 + 2|m|n + m2
)

(

Tsamp

τc

)2
)

, |m| ≤ 2N ,

0 , |m| > 2N .

(3.20)

It has been plotted in Figure 3.2(b) for Tsamp = τc/2 and different values of
N . The dotted curve represents the autocorrelation function of ux(t), as given
by (2.26).

→ ν

Sũxũx (ν)

[W]

↑

√
2Px

0
0-1/2 1/2

desired
N = 1
N = 2

(a) Power spectral density function

→ m

Rũxũx (m)

[W]

↑

Px

0
0-1-2-3-4-5-6 1 2 3 4 5 6

desired
N = 1
N = 2

(b) Autocorrelation function

Figure 3.2: Theoretical power spectral density function and autocorrelation
function at the output of the designed LED filter for Tsamp = τc/2
and different values of N

Figure 3.2 shows that an accurate approximation is obtained when N = 2 is
chosen. (This should not be surprising since from Figure 3.1 one can find that
the value of h̃s(n) can be neglected for |n| > 2.)

Example 3.3

The described discrete-time LED model was realized as a SimulinkTm library
block, based on the parameter values that were given in Example 2.1. (Note
that both the LEDs that were described in Example 2.1 result in the same pa-
rameter values for the SimulinkTm library block, because they have the same
coherence time.) An average optical output power of Px = 10 mW was spec-
ified. The sample time was set to Tsamp = τc/2 = 50 fs, and the virtual total



i

i

i

i

i

i

i

i

40 Chapter 3. Simulation tool

simulation time was chosen to be 100 ns. Hence, 2 million samples of a realiza-
tion of

{

x̃(n)
}

were generated. Some simulation results are shown in Figure 3.3.

instantaneous
mean

→ t [ps]

Px̃(t)

[mW]

↑

0
0

10

10

20

30

40

1 2 3 4 5 6 7 8 9

(a) Optical power Px̃(t) during the first 10 ps

desired
estimated

→ u
[√

W
]

fũx (u)
[

1√
W

]

↑

0
0 0.30.20.1-0.3 -0.2 -0.1

1

2

3

4

(b) Probability density function of ũx(n)

desired
estimated

→ ν

Sx̃∗x̃(ν)

[mW]

↑

20

40

60

0
0-1/2 1/2

(c) Power spectral density function of x̃(n)

desired
estimated

→ m

Rx̃∗x̃(m)
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5
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(d) Autocorrelation function of x̃(n)
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→ ν

SPx̃Px̃
(ν)

[

(mW)
2
]

↑

50

100

150

200

0
0-1/2 1/2

(e) Power spectral density function of Px̃(n)

desired
estimated

→ m

RPx̃Px̃
(m)

[

(mW)
2
]

↑

0
0-1-2-3-4-5-6 1 2 3 4 5 6

50

100

150

200

(f) Autocorrelation function of Px̃(n)

Figure 3.3: Some simulation results for the LED block with Px = 10 mW,
τc = 100 fs, Tsamp = 50 fs. The virtual simulation time is 100 ns
(2 million samples).
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In Figure 3.3(a) the power of x̃(n) during the first 10 ps has been plotted as
a function of time. The dotted curve corresponds to the average optical power
that was measured, which indeed corresponds to the 10 mW that was specified.

It can also be verified whether the generated realization satisfied the pre-
scribed probability distribution. That is, the real and imaginary parts of the
samples should be mutually independent and follow a Gaussian distribution
with mean zero and a variance Px (see Section 2.2). This checked by classi-
fying the outcomes of the samples of ũx(n) in intervals of length 0.01

√
W,

and counting the number of samples in each interval using MatlabTm’s HIST

function. The resulting estimation of the probability density function has been
plotted in Figure 3.3(b). It corresponds well to the theoretical Gaussian curve
(dotted).

The power spectral density function and autocorrelation function of x̃(n)
are estimated using MatlabTm’s PSD and XCORR function, respectively. The
results are plotted in Figure 3.3(c) and 3.3(d), respectively, and turn out to
correspond well to the theoretical results (dotted curves).

In a similar way, estimations of the power spectral density function and au-
tocorrelation function of the power Px̃(n) are found. These are plotted in Fig-
ure 3.3(e) and 3.3(f), respectively, together with the theoretical results for the
corresponding continuous-time power Px(t) that were derived in Section 2.3.4
(dotted curves). Prior to calculating the power spectral density function, the
mean value had been subtracted from Px̃(n) in order to remove the δ-function
from the spectrum. Note that there is some mismatch at frequencies close
to ν = 1/2, due to the fact that the frequency range of the theoretical power
spectral density function slightly exceeds the Nyquist interval, so that alias-
ing occurs. Later on we will see that this will hardly affect the result of CM
system simulations, because the noise performance of such systems is mainly
determined by the power spectral density of intensity noise at relatively low
frequencies.

3.4 Optical encoders and decoders

The optical encoders and decoders can be constructed in the simulator by
combining building blocks that represent couplers, delay lines and —in case of
transmitters— modulators. Since the couplers and modulators are memoryless
devices, their corresponding building blocks are a straightforward sample-by-
sample implementation of the behavior that is described in Section 2.4. Phase

modulation, for example, simply involves a multiplication by exp
(

j φ̃mod(n)
)

,

where φ̃mod(n) is the discrete-time modulating signal.

When implementing the time-discrete baseband equivalent of a delay line
one should note that delaying a complex band-pass signal involves delaying
both the carrier and the complex envelope. For example, when an analytical
signal x(t) as defined in (2.14) is delayed by T seconds, then the resulting signal
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can be written as

x(t − T ) =
[

ux(t − T ) + j vx(t − T )
]

exp
(

j 2πfc(t − T )
)

=
{[

ux(t − T ) + j vx(t − T )
]

exp(−j 2πfcT )
}

exp(j 2πfct) , (3.21)

so the corresponding complex envelope (the expression between braces) is in
fact delayed by T seconds and multiplied by a fixed constant exp(−j 2πfcT ).
Hence, the delay lines can be modeled in the simulator as a combination of a
shift by T/Tsamp samples (to model the group delay) and a multiplication by
exp(−j 2πfcT ) (to model the phase delay).

3.5 Single-mode optical fibers

A single-mode fiber (SMF) can be modeled in SimulinkTm by means of a
discrete-time filter with a transfer function H̃f(ν) that corresponds to the base-
band equivalent of (2.44). Using the approximations in (2.45) and (2.50) and
omitting the irrelevant constant phase shift and constant time delay this results
in

H̃f(ν) = Hf

(

ν

Tsamp
+ fc

)

≈ H0 exp
(

−j 2π
[

b1ν
2 + b2ν

3
])

, |ν| < 1/2 , (3.22)

where

H0 , 10−α(fc)lf/20 , (3.23)

b1 ,
lfτ

′
g(fc)

2T 2
samp

, (3.24)

b2 ,
lfτ

′′
g (fc)

6T 3
samp

. (3.25)

The two terms in the argument of the exponent of (3.22) denote first and
second order dispersion, respectively. In general we have H̃f(θ) 6= H̃∗

f (−θ) and

H̃f(θ) 6= H̃f(−θ), so the desired impulse response h̃f(n) may be complex and
asymmetric, that is, h̃f(n) 6= h̃f(−n). In practice, however, one of the two
terms can be neglected so that h̃f(n) is either real or symmetric. These two
simplified cases will be discussed in the following two subsections.

3.5.1 First order dispersion

In case of first order dispersion (3.22) reduces to

H̃f(ν) = H0 exp
(

−j 2π b1ν
2
)

, |ν| < 1/2 . (3.26)
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We now have H̃f(ν) = H̃f(−ν) 6= H̃∗
f (−ν) so the desired impulse response h̃f(n)

is complex and symmetric. It is related to H̃f(ν) by the inverse DTFT:

h̃f(n) =

∫ 1/2

−1/2

H̃f(ν) exp(j 2π ν n) dν

= H0

∫ 1/2

−1/2

exp
(

−j 2π
[

b1ν
2 − ν n

])

dν . (3.27)

Unfortunately this integral is not analytically tractable, and its outcome de-
pends on the value of b1. Hence, it is not possible to find an analytical result
that can be used for every coherence time and fiber length. This means that
—if the filter coefficients were to be determined by means of window design—
numerical integration techniques would have to be implemented in MatlabTm

in order to have a fully programmed initialization of the fiber model.
A less complicated programmable alternative for finding the filter coeffi-

cients of a FIR filter is the frequency sampling (FS) method [57]. The idea
of FS design is that a certain desired frequency response H̃(ν) is sampled at
N equidistant points in the frequency interval 0 ≤ ν < 1. From these samples
the filter coefficients f̃(n) are calculated by means of an inverse discrete Fourier
transform (DFT):

f̃(n) =











1

N

N−1
∑

k=0

H̃

(

k

N

)

exp

(

j 2π k n

N

)

, 0 ≤ n ≤ N − 1 ,

0 , elsewhere .

(3.28)

This can be performed in MatlabTm using the IFFT command. The relation
between the filter coefficients f̃(n) and the desired impulse response h̃(n) can
be found by writing the desired response H̃(ν) as the DTFT of h̃(n) and sub-
stituting this in (3.28), resulting in:

f̃(n) =







∑

k

h̃(n + k N) , 0 ≤ n ≤ N − 1 ,

0 , elsewhere .
(3.29)

Apparently, the filter coefficients that result from FS effectively correspond to
a windowed version of a periodic sequence that results from infinitely summing
time-shifted versions of h̃(n). Hence, the values of h̃(n) should be negligible for
values of n outside the interval 0 ≤ n ≤ N − 1; otherwise aliasing will occur.

The actual frequency response F̃ (ν) of the filter follows by taking the DTFT
of f̃(n). One can verify that F̃ (ν) exactly corresponds to the desired frequency
response H̃(ν) at the sampled frequency points, whereas F̃ (ν) is a polynomial
interpolation of H̃(ν) in z = exp(j 2π ν) for intermediate frequency values. The
smoother the desired frequency response and the larger the number of frequency
samples N , the smaller the error between F̃ (ν) and H̃(ν).

Note that the procedure described above assumes that the desired frequency
response H̃(ν) is specified for the frequency values 0 ≤ ν < 1, and moreover,
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that the corresponding desired impulse response h̃(n) has significant values only
for 0 ≤ n ≤ N − 1. In our case, however, the desired frequency response H̃f(ν)
is specified for |ν| < 1/2, and the desired impulse response h̃f(n) is symmetric so
it has significant values for n = −N/2 ≤ n ≤ N/2 (assuming that N is even).

Hence, if the MatlabTm function IFFT is to be used for computing the
inverse DFT of the frequency samples, it has to be done in four steps:

1. Samples of (3.26) are taken at frequencies

ν = −1/2, −1/2 +
1

N
, ... ,− 1

N
, 0,

1

N
, ... , 1/2 − 1

N
; (3.30)

2. Since the desired response H̃f(ν) is periodic in ν with period 1, a corre-
sponding sequence of samples for 0 ≤ ν < 1 can be obtained by means of
a cyclic shift by N/2 samples (that is, by interchanging the first N/2 sam-
ples with the last N/2 samples);

3. The inverse DFT of the new frequency sample sequence is computed using
the IFFT command;

4. The proper filter coefficients f̃f(n) can be obtained by means of a cyclic
shift by N/2 samples.

(The last step can be removed when the frequency sample sequence is multiplied
by a factor exp(−jπ ν N) prior to performing the inverse DFT.)

The disadvantage of the FS method is that the frequency response of the
resulting filter shows ripple or overshoot around points of discontinuity in the
desired frequency response. In our case this happens around ν = 1/2, where the
group delay response shows a discontinuity. This is illustrated in Figure 3.4,
where the solid curve represents the (periodic) desired group delay response of
the filter. The dotted line represents the shape of the (also periodic) power
spectral density function of the source signal when Tsamp = τc/2.

This problem can be solved by replacing the discontinuity by a smoother
transition. In our case we do this by choosing a certain value ν1 close to 1/2, and
replacing the desired response for ν1 < ν < 1 − ν1 by a response in which the
group delay response is linearly interpolated between the values of the desired
group delay at ν = ν1 and ν = 1 − ν1. This is illustrated by the dashed curve
in Figure 3.4. Adding a constant phase to this part of the response so that
the overall phase response is continuous as well, results in an overall desired
frequency response that replaces (3.26) by

H̃f(ν) =



















H0 exp
(

−j 2π b1ν
2
)

, |ν| < ν1 ,

H0 exp

(

−jπ b1ν1

[

1 − 2 (1/2 − |ν|)2
1/2 − ν1

])

, ν1 < |ν| < 1/2 .

(3.31)

(Note that both the phase response and the group delay response are now con-
tinuous.) Now assume that we choose the value of ν1 such that it corresponds
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→ ν

τ̃g(ν)

↑

0

0 1ν1 1/2 1 − ν1

b1

−b1

2 b1ν1

−2 b1ν1

Figure 3.4: Desired group delay response of the fiber model in case of first
order dispersion (solid line). The dashed line represents the pro-
posed continuity correction and the dotted line represent the
shape of the power spectral density function of the source sig-
nal.

to the position of a frequency sample (so it is a multiple of 1/N). Furthermore
assume (for convenience) that the number of samples N is always chosen as a
multiple of 10. Then it is rather obvious to set ν1 = 0.4, since this will coincide
with a frequency sample for any value of N that is a multiple of 10, and it is the
value closest to ν = 1/2 for the case that N = 10. Note in Figure 3.4 that, on
one hand, this value of ν1 results in a relatively wide transition interval, which
should significantly reduce ripples and overshoot in the frequency response. On
the other hand, it results in a transition interval where the optical signal has
only little spectral content (as can be seen from the dotted curve, which rep-
resents the shape of the power spectral density function of the source signal),
so that smoothening the transition in this way is not expected to result in a
significant degradation of the accuracy of the simulation results.

Now we have a procedure to calculate the filter coefficients f̃f(n) for a given
value of b1 and a given number of frequency samples N . The value of b1 follows
directly from the fiber parameters and the sampling time Tsamp. The relation
between b1 and the required value of N is derived heuristically by visually
inspecting the resulting magnitude and group delay responses of the resulting
filters for various values of b1 and N .

Example 3.4

For a standard SMF and a center wavelength of 1550 nm (194 THz) we have an
attenuation coefficient α(fc) ≈ 0.2 dB/km (see Example 2.2). The chromatic
dispersion is dominated by first order dispersion, with dispersion coefficient (see
Example 2.3) τ ′

g(194 THz) ≈ −160 ps/(THz · km). When we choose Tsamp =
τc/2 and consider a system with 1550 nm sources as described in Example 3.3,
we have a coherence time τc = 0.1 ps and sampling time Tsamp = 50 fs.
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Now consider a fiber of 1 m length, so we have

H0 = 10−0.00001 ≈ 1 , (3.32)

b1 = −0.001 · 160

2(0.05)2
= −32 . (3.33)

Now the (complex) filter coefficients f̃f(n) can be found for several values of the
number of frequency samples N , by means of the procedure described above.
MatlabTm’s Filter Visualization Tool (FVTool) is used to find the correspond-
ing magnitude response and group delay response. Varying N it is observed
that the passband ripple is well below 0.1 dB when we choose N = 160. This
also results in an accurate group delay response. This is illustrated in Fig-
ure 3.5, where the resulting filter coefficients, magnitude response and group
delay response are plotted for N = 80 and N = 160, respectively. When Fig-
ure 3.5(a) and 3.5(b) are compared, it can be noticed that some aliasing occurs
in f̃f(n) near n = 0 and n = 80 when N = 80 is chosen, whereas aliasing can
be neglected when N = 160 is chosen. This explains the differences between
the plotted magnitude and group delay responses.

In Example 3.4 it is found that approximately 160 filter coefficients are required
when b1 = −32. If b1 were +32 (for standard SMF this could occur for center
wavelengths below 1310 nm), the desired impulse response would simply be the
complex conjugate of the one that is found for b1 = −32. Hence, the required
number of filter coefficients N only depends on the absolute value of b1, and
not on its sign.

The procedure was repeated for several other values of |b1|, up to 100,000.
(Beyond this value, the required number of filter coefficients becomes so large
that MatlabTm’s FVTool is getting extremely slow and moreover, it results in
a library model that is so computationally intensive that it will result in an
unacceptable simulation running time.) From the results it followed that the
following rule of thumb can be used as a rough upper bound for the required
number of filter coefficients N as a function of b1:

N = 20

⌈ |b1|
10

⌉

+ 200 , (3.34)

where ⌈.⌉ is the ceiling operator (which is used in order to make sure that N is
a multiple of 10). This completes the description of the procedure for finding
the filter coefficients for given fiber parameters in case of first order dispersion.

3.5.2 Second order dispersion

In case of second order dispersion (3.22) reduces to

H̃f(ν) = H0 exp
(

−j 2π b2ν
3
)

, |ν| < 1/2 . (3.35)
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Figure 3.5: Filter coefficients, magnitude response and group delay response
of the first order dispersion fiber model by frequency sam-
pling (FS) for N = 80 and N = 160. The dashed lines represent
the desired responses and the dotted lines represent the shape of
the power spectral density function of the source signal.
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We now have H̃f(ν) = H̃∗
f (−ν) 6= H̃f(−ν) so the desired impulse response h̃f(n)

is real and asymmetric. It follows from the inverse DTFT:

h̃f(n) =

∫ 1/2

−1/2

H̃f(ν) exp(j 2π ν n) dν

= H0

∫ 1/2

−1/2

exp
(

−j 2π
[

b2ν
3 − ν n

])

dν . (3.36)

This inverse DTFT is not analytically tractable so we again refer to the FS
method for finding the filter coefficients f̃f(n). This can be done in a similar
way as in the previous subsection. There are two differences, however.

First, the desired response H̃f(ν) has a different kind of discontinuity at ν =
1/2. In the case of first order dispersion, the phase response was continuous and
the group delay was discontinuous. In the case of second order dispersion it
is the other way around: the group delay dispersion is continuous whereas the
phase response is discontinuous. Note, however, that the difference between
the left limit and the right limit of the phase response at ν = 1/2 is a multiple
of 2π in case the value of b2 is a multiple of 4. This implies that H̃f(ν) can be
made continuous by rounding the value of b2 to a multiple of 4.

The second difference is that the desired impulse response h̃f(n) is no longer
symmetric in case of second order dispersion. This implies that the cyclic shift
that has to performed after the inverse DFT should be a number of samples Ns

to the right that is not necessarily equal to N/2. This will be illustrated in the
following example.

Example 3.5

For a standard SMF and a center wavelength of 1310 nm (230 THz) we have an
attenuation α(fc) ≈ 0.35 dB/km (see Example 2.2). The chromatic dispersion
is now dominated by second order dispersion, with dispersion coefficient (see
Example 2.3) τ ′′

g (230 THz) ≈ 3.3 ps/((THz)2 · km). When we choose Tsamp =
τc/2 and consider a system with 1310 nm sources as described in Example 3.3,
we have a coherence time τc = 0.1 ps and sampling time Tsamp = 50 fs.

Now consider a fiber of 50 m length, so we have

H0 = 10−0.000875 ≈ 1 , (3.37)

b2 = 4

⌈

0.05 · 3.3

4 · 6(0.05)3

⌉

= 4⌈55⌉ = 220 . (3.38)

Now the (real-valued) filter coefficients f̃f(n) can be found for several combi-
nations of values of the number of frequency samples N and cyclic shift Ns, by
means of the procedure described above. MatlabTm’s FVTool is again used to
plot the corresponding magnitude response and group delay response. Vary-
ing N and Ns it is observed that the passband ripple is well below 0.1 dB
when we choose N = 216 and Ns = 13. This also results in an accurate group
delay response. This is illustrated in Figure 3.6, where the resulting filter co-
efficients, magnitude response and group delay response are plotted for Ns = 0
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and Ns = 13, respectively. N = 216 in both cases. Note that the filter co-
efficients f̃f(n) in Figure 3.6(b) are indeed cyclically shifted to the right with
respect to the ones in Figure 3.6(a).

In Example 3.5 it is found that one should approximately choose N = 216 and
Ns = 13 when b2 = 220. If b2 were -220 (note that this will not happen for
a standard SMF), the desired impulse response would simply be the mirrored
version of the one that is found for b2 = 220. Hence, the required number of
filter coefficients N only depends on the absolute value of b1, and not on its
sign. The size of the cyclic shift would also be the same, but its direction would
reverse, so Ns would be -13 instead of +13.

This procedure was repeated for several other values of b2, up to 100,000.
From the results it follows that the following rules of thumb can be used as
rough upper bounds for the required number of filter coefficients N and the
required cyclic shift size Ns as a function of b2:

N = 2

⌈

7|b2|
16

⌉

+ 24 , (3.39)

Ns =
⌈

2 3
√

|b2|
⌉

sign(b2) , (3.40)

where the signum function is defined by

sign(x) ,











1 , x > 0 ,

0 , x = 0 ,

−1 , x < 0 .

(3.41)

(N is chosen to be even, just for programming convenience.) This completes
the description of the procedure for finding the filter coefficients for given fiber
parameters in case of second order dispersion.

3.6 Photodiodes

3.6.1 Discrete-time Poisson model

The most straightforward way of representing the photocurrent is by means
of a discrete-time doubly stochastic Poisson process, similar to the approxi-
mation Ŷ (t) that is made in the analysis of the continuous-time Poisson pro-
cess Y (t) in Appendix A. This implies that at every sampling instant, the
(random) power P̃ (n) of the input signal is calculated by means of (3.5). Then
the number of electron-hole pairs K(n) that is generated in an interval of
length Tsamp is determined according to a Poisson distribution with rate

Λ̃(n) =
P̃ (n)λcη Tsamp

h c0
. (3.42)
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Figure 3.6: Filter coefficients, magnitude response and group delay response
of the second order dispersion fiber model by frequency sam-
pling (FS) for Ns = 0 and Ns = 13. (N = 216 in both cases.)
The dashed lines represent the desired responses and the dotted
lines represent the shape of the power spectral density function
of the source signal.
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This can be done by means of MatlabTm’s POISSRND function. Each generation
should result in a current pulse e h̃pd(n)/Tsamp, where h̃pd(n) is the impulse
response of the photodiode, which is normalized such that

∑

n

h̃pd(n) = 1 . (3.43)

Hence, the discrete-time representation of the photocurrent can be written as

Ĩpd(n) =
∑

k

K(k)e h̃pd(n − k)

Tsamp
. (3.44)

It can be easily shown (the proof is very similar to the derivation in Ap-
pendix A) that the expected value and autocorrelation function of Ĩpd(n) can
be calculated as

E
[

Ĩpd(n)
]

= Rpd

∑

k

h̃pd(n − k)E
[

P̃ (n)
]

, (3.45)

RĨpdĨpd
(n1, n2) = Rpde

∑

k

h̃pd(n1 − k)h̃pd(n2 − k)E
[

P̃ (n)
]

+ R2
pd

∑

k1

∑

k2

h̃pd(n1 − k1)h̃pd(n2 − k2)RP̃ P̃ (k1, k2) , (3.46)

while the cross-correlation function between the discrete-time output signals of
two photodiode blocks with input powers P̃1(n) and P̃2(n) is given by

RĨpd,1Ĩpd,2
(n1, n2) =

R2
pd

∑

k1

∑

k2

h̃pd,1(n1 − k1)h̃pd,2(n2 − k2)RP̃1P̃2
(k1, k2) , (3.47)

where Rpd is given by (2.64). These relations are the discrete-time equivalents
of the corresponding continuous-time relations (2.65) through (2.67), showing
that the described approach is a proper way of modeling the photodiodes’
behavior.

The problem with this approach, however, is that it creates a bottleneck in
the simulations as far as simulation speed is concerned. This is due to the fact
that at every sampling instant n, the random Poisson variable K(n) has to be
realized, using the (laborious) POISSRND function.

3.6.2 A simplified model

A straightforward way of speeding up the simulations is to use a simpler al-
ternative for the POISSRND function, in which the rate Λ̃(n) is converted into
the number of electron-hole pairs K(n) in a less computationally intensive way.
This could for example be done by means of a Gaussian approximation of the
Poisson distribution, using MatlabTm’s RANDN function.
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An even much simpler alternative is to completely remove the random photon
generation mechanism from the simulation model and directly calculate the
photocurrent Ĩpd(n) from the input power P̃ (n) as

Ĩpd(n) = Rpd

∑

k

h̃pd(n − k)P̃ (k) . (3.48)

One can easily verify that this results in almost the same expected value, auto-
correlation function and cross-correlation function as in the previous subsection.
The only difference is that the first line in (3.46) is missing, which corresponds
to the shot noise current. Hence, this simplified approach should only be used
in cases where the shot noise can be neglected with respect to other kinds of
noise. Later on we will see that this will be the case in practical CM systems.

Moreover it will be assumed that the impulse response can be approximated
by a unit impulse, so that (3.48) simply becomes

Ĩpd(n) = RpdP̃ (n) . (3.49)

3.7 Transimpedance amplifiers

Like the modulators, the TIA is also assumed to be a memoryless device, so
its library block is a straightforward implementation of the behavior that is
described in Section 2.7. Hence, the output voltage Ṽout(n) for a given input
current Ĩin(n) is calculated as

Ṽout(n) = ZTIA

[

Ĩin(n) + Ĩth(n)
]

, (3.50)

where the equivalent input noise current Ĩth(n) should be a zero mean WGN
sequence with power spectral density

SĨthĨth
(ν) =

Sth

Tsamp
. (3.51)

Therefore, Ĩth(n) can be generated by creating a zero mean WGN sequence
with variance Sth/Tsamp by means of MatlabTm’s RANDN command.

3.8 Conclusion

This concludes the description of the software tool for simulating broadband
light wave communication systems. In the remaining chapters it will be used to
visualize the signals that are involved in the various CM systems under study,
and —wherever possible— it will be used to verify the results of the theoretical
analyses.
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Chapter 4

Coherence modulation and
demodulation

4.1 Introduction

Coherence multiplexing (CM) is based on a channel generation and selection
concept that was proposed by Claude Delisle and Paolo Cielo in Canada in
1975 [26]. They called the technique ’spectral modulation of light’. Later on it
become known as ’coherence modulation’ [34].

In this chapter, coherence modulation will be explained by considering a
simple CM system consisting of one transmitter (or coherence modulator) and
one receiver (or coherence demodulator), as shown in Figure 4.1. Although
the first coherence modulation systems were based on Michelson interferome-
ters [26, 27] and polarization interferometers [28, 33], respectively, we will con-
sider transmitters and receivers that consist of Mach-Zehnder interferometers
(MZIs) [29,46,58,59].

x(t)

y(t)

z1(t)

z2(t)

TRxTTxmmod(t)

φmod(t)

Vout(t)
TIA

IM

PM

transmitter receiver

Figure 4.1: Simple CM system with one transmitter and one (balanced) re-
ceiver

Note that there is no multiplexing yet. Different methods to multiplex several
coherence-modulated channels over one fiber will be considered in Chapter 5.
The receiver is a simple balanced receiver. Alternative receiver schemes will be
discussed in Chapter 6. And finally, it will for the time being be assumed that

53
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54 Chapter 4. Coherence modulation and demodulation

the transmission fiber is so short that chromatic fiber dispersion and prop-
agation losses can be neglected; this will be considered in Chapter 7. Even
the propagation delay itself is neglected, for convenience, since it will merely
introduce a delay in the output signal of the receiver.

Coherence modulation is based on optical beating and its dependency on
the mutual temporal coherence between optical signals. This phenomenon
will be explained in Section 4.2, by considering the optical signal y(t) that is
launched into the transmission fiber. Then, the output signal of the receiver
will be derived, and how it depends on the relation between the delays in
the transmitter and receiver, TTx and TRx, respectively. Subsequently, the
quality of this output signal in terms of the signal-to-noise ratio (SNR) will be
studied, followed by a calculation of the bit error rate (BER) in case of digital
transmission.

4.2 Optical beating

For convenience, first consider the situation in which only phase modulation
(PM) is applied, as illustrated in Figure 4.2.

x(t) y(t)

TTx

φmod(t)

PM

Figure 4.2: Coherence modulator with phase modulation

Following the models in Section 2.4, the output signal of the transmitter in
Figure 4.2 can be written as

y(t) =
1

2
√

LTx

[

x(t) − x(t − TTx) exp
(

jφmod(t)
)]

, (4.1)

where LTx denote the total excess losses in the transmitter, which include:

• the coupling losses between the source and the interferometer;

• the excess losses in the interferometer (it is assumed that these are the
same for both interferometer arms);

• the coupling losses between the interferometer and the transmission fiber.

(Differences in losses of the upper and lower arm are supposed to be incorpo-
rated in the coupling coefficients of the 2 × 2 directional couplers.)
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y(t) has zero mean and autocorrelation function

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

=
1

4LTx

[

Rx∗x(t2 − t1) − Rx∗x(t2 − t1 − TTx) exp
(

jφmod(t2)
)

− Rx∗x(t2 − t1 + TTx) exp
(

−jφmod(t1)
)

+ Rx∗x(t2 − t1) exp
(

jφmod(t2) − jφmod(t1)
)]

. (4.2)

The instantaneous power of y(t) follows from

Py(t) = 1
2

∣

∣y(t)
∣

∣

2

=
1

8LTx

[

∣

∣x(t)
∣

∣

2
+

∣

∣x(t − TTx)
∣

∣

2 − x(t)x∗(t − TTx) exp
(

−jφmod(t)
)

− x∗(t)x(t − TTx) exp
(

jφmod(t)
)]

=
1

4LTx

[

Px(t) + Px(t − TTx)
]

+ Pbeat(t) . (4.3)

Apparently, the power of the output signal of the transmitter consists of the
(attenuated) individual powers of x(t) and its delayed version x(t − TTx), and
a beating term (or mutual power term) Pbeat(t) that is given by

Pbeat , − 1

4LTx
Re

{

x∗(t)x(t − TTx) exp
(

jφmod(t)
)}

. (4.4)

The actual behavior of this beating term Pbeat(t) depends on the mutual co-
herence of x(t) and x(t − TTx), which is determined by the relation between
the value of TTx and the coherence time τc of the source signal x(t). In the
following subsections, three situations will be considered.

4.2.1 Coherent beating: interference

When TTx ≪ τc, x(t) and x(t − TTx) are mutually coherent, resulting in

x(t − TTx) =
√

2Px(t − TTx) exp
(

j 2πfc(t − TTx) + jφx(t − TTx)
)

≈
√

2Px(t) exp
(

j 2πfc(t − TTx) + jφx(t)
)

= x(t) exp(−j 2πfcTTx) . (4.5)

so that we can write (4.4) as

Pbeat(t) ≈ −Px(t)

2LTx
cos

(

φmod(t) − 2πfcTTx

)

, (4.6)
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and hence (4.3) becomes

Py(t) ≈ Px(t)

2LTx

[

1 − cos
(

φmod(t) − 2πfcTTx

)]

=
Px(t)

LTx
sin2

(

1
2φmod(t) − πfcTTx

)

. (4.7)

Obviously, when TTx ≪ τc, the phase modulation φmod(t) results in an intensity
modulation in the output signal y(t): interference occurs. Note that Px(t)
suffers from source intensity noise (see Section 2.3.4), so Py(t) consists of a
signal part and a noise part.

Example 4.1

Consider the case that φmod(t) is a rectangular periodic signal that takes values
0 and π, with a period of 20 ps and a duty cycle of 50 %, as illustrated in
Figure 4.3(a).

→ t [ps]

φmod(t)

[rad]

↑

π

0
0 10 20 30 40 50 60

(a) Modulating signal φmod(t)

→ t [ps]

Pbeat(t)

[mW]

↑

0

0 10

20

20 30

40

40 50 60

-20

-40

(b) Beating term Pbeat(t)

→ t [ps]

Py(t)

[mW]

↑

0
0 10

20

20 30

40

40 50

60

60

80

(c) Total output power Py(t)

Figure 4.3: Simulation results for coherent beating
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A simulation has been run with the LED source that is described in Exam-
ple 3.3, so Px = 10 mW, τc = 100 fs and Tsamp = τc/2 = 50 fs. The path-
imbalance of the MZI is set to TTx = 0, and losses are neglected, so LTx = 1.
The resulting realizations for the beating term Pbeat(t) and output power of
the MZI Py(t) are shown in Figure 4.3(b) and 4.3(c), respectively. (The actual
beating term was calculated from the simulation results by subtracting the
output powers of the upper and lower output ports of the MZI.) The dashed
lines reflect the theoretical expected values that were derived above.

Obviously, the phase modulation results in a full intensity modulation of
the output signal of the MZI. (The full input signal is passed through by the
MZI when φmod = π, and the input signal is entirely blocked when φmod = 0.)

4.2.2 Incoherent beating: beat noise

When TTx ≫ τc, on the contrary, x(t) and x(t− TTx) are mutually incoherent.
In that case, the beating term Pbeat(t) in (4.4) corresponds to the multiplication
of two mutually uncorrelated signals, resulting into zero-mean broadband noise.
The latter is called interferometric noise or optical beat interference (OBI)
noise. In the remainder of this thesis we will speak of beat noise, for short.
Note that beat noise also occurs when two signals from different sources beat,
provided that these sources operate in the same wavelength band.

Since x(t) and x(t − TTx) are uncorrelated and Gaussian distributed, they
are independent. Hence, the autocorrelation function of Pbeat(t) follows as

RPbeatPbeat
(t1, t2) =

1

16L2
Tx

E
[

Re
{

x∗(t1)x(t1 − TTx) exp
(

jφmod(t1)
)}

· Re
{

x∗(t2)x(t2 − TTx) exp
(

jφmod(t2)
)}]

=
1

32L2
Tx

|Rx∗x(t2 − t1)|2 cos
(

φmod(t1) − φmod(t2)
)

. (4.8)

When the modulating signal has a bandwidth which is much lower than the
bandwidth of the source signal x(t) (this will in general be the case in CM
systems), this becomes

RPbeatPbeat
(t1, t2) ≈

1

32L2
Tx

|Rx∗x(t2 − t1)|2 , (4.9)

so in that case the modulating signal is not observable in the power of y(t).

Example 4.2

Another simulation has been run that is similar to the one in Example 4.1, but
this time the path-imbalance is set to TTx = 5 τc = 500 fs. The results are
shown in Figure 4.4.
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→ t [ps]

Pbeat(t)

[mW]
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(a) Beating term Pbeat(t)
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↑
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(b) Total output power Py(t)

Figure 4.4: Simulation results for incoherent beating

Obviously, the beating term now only consists of beat noise, so that the modu-
lating signal is not observable in the output power of the MZI. The total output
power now consists of a constant term (dashed line), beat noise and intensity
noise of the individual power terms.

4.2.3 Partial interference

In general, when neither TTx ≪ τc nor TTx ≫ τc holds, Pbeat(t) contains an
interference term, a source intensity noise term and a beat noise term. This
can be seen by considering the expected value and autocorrelation function
of Pbeat(t). Using (4.4) and (2.25), we find

E
[

Pbeat(t)
]

= − 1

4LTx
Re

{

Rx∗x(−TTx) exp
(

jφmod(t)
)}

= − Px

2LTx
exp

(

−π

2

(

TTx

τc

)2
)

cos
(

φmod(t) − 2πfcTTx

)

. (4.10)

This corresponds to the interference term. Its amplitude depends on the value
of TTx, since it determines the degree of mutual coherence of the two optical
signals; this is reflected by the exponential, which is the envelope of the coher-
ence function. Moreover, small changes in TTx result in rapid oscillations of the
interference term (this is reflected by the cosine), which are called fringes. The
envelope of the coherence function is therefore known as the fringe visibility.

The fringe visibility is maximal when TTx ≪ τc; this corresponds to the
situation in Subsection 4.2.1. It is minimal when TTx ≫ τc; this corresponds
to the situation in Subsection 4.2.2. In the latter case there is no observable
interference.
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The autocorrelation of Pbeat(t) can be found using (4.4), (2.35) and (2.25):

RPbeatPbeat
(t1, t2) =

1

16L2
Tx

E
[

Re
{

x∗(t1)x(t1 − TTx) exp
(

jφmod(t2)
)}

· Re
{

x∗(t2)x(t2 − TTx) exp
(

jφmod(t2)
)}]

= E
[

Pbeat(t1)
]

E
[

Pbeat(t2)
]

+
P 2

x

8L2
Tx

exp

(

−π

(

t2 − t1
τc

)2
)

·
{

2 exp

(

−π

(

TTx

τc

)2
)

cos
(

φmod(t1) − 2πfcTTx

)

· cos
(

φmod(t2) − 2πfcTTx

)

+

[

1 − exp

(

−π

(

TTx

τc

)2
)]

cos
(

φmod(t1) − φmod(t2)
)

}

. (4.11)

The two terms inside the braces correspond to source intensity noise and beat
noise, respectively. Note that the source intensity term scales in the same way
as the interference term and disappears for TTx ≫ τc, whereas the beat noise
term disappears for TTx ≪ τc.

Example 4.3

Another simulation has been run that is similar to the ones in Example 4.1
and 4.2, but this time the path-imbalance is set to TTx = τc = 100 fs. The
results are shown in Figure 4.5.

→ t [ps]

Pbeat(t)

[mW]

↑

0
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(a) Beating term Pbeat(t)

→ t [ps]

Py(t)

[mW]

↑

0
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20

20 30

40

40 50

60

60

80

(b) Total output power Py(t)

Figure 4.5: Simulation results for partially coherent beating

Obviously, the modulating signal is now observable in both the beating term
and the total output power, but much less significantly than in Figure 4.3.
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4.3 Coherence modulation

In CM, the idea is that TTx is much larger than τc, such that the two transmit-
ted optical signals are mutually incoherent and do not interfere. When both
IM and PM are applied, the transmitted signal can be written as

y(t) =
1

2
√

LTx

[

x(t)
√

mmod(t)

− x(t − TTx)
√

mmod(t − TTx) exp
(

jφmod(t)
)]

. (4.12)

For deterministic modulating signals mmod(t) and φmod(t) with bandwidths
that are much smaller than 1/TTx and hence smaller than 1/τc (later it will
become clear why this assumption is made), y(t) has zero mean and autocor-
relation function

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

=
1

4LTx
mmod(t1)

[

2Rx∗x(t2 − t1)

− Rx∗x(t2 − t1 − TTx) exp
(

jφmod(t1)
)

− Rx∗x(t2 − t1 + TTx) exp
(

−jφmod(t1)
)]

. (4.13)

Hence, the mean optical power at the output of the CM transmitter can be
written as

E
[

Py(t)
]

= 1
2Ry∗y(t, t) ≈ Pxmmod(t)

2LTx
. (4.14)

Obviously, only the IM results in a significant variation of the transmitted op-
tical power, because the two transmitted optical signals do not interfere. (Note
that the term ”coherence modulation” is actually a bit misleading, because
it might suggest that the degree of mutual coherence between the two trans-
mitted optical signals is modulated, whereas the two signals are always fully
incoherent.)

4.4 Coherence demodulation

At the receiver end, the PM can be revealed by introducing another time delay,
in such a way that the modulated signal and the reference signal are mutually
coherent, resulting in interference. This can be achieved by means of another
MZI, with path-imbalance TRx. In this section it will be shown that the actual
output signal of the receiver depends on the relation between the delays in
transmitter and receiver, TTx and TRx, respectively. Single-ended and balanced
detection will be considered.
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4.4.1 Single-ended detection

The simplest way to perform optical detection in a CM receiver is by means of a
single-ended structure with just one photodiode; this is illustrated in Figure 4.6.

y(t) z(t)

TRx

Vout(t)
Ipd(t)

TIA

Figure 4.6: A single-ended CM receiver

The relation between the signal in the transmission fiber y(t) and the optical
signal z(t) that is detected by the photodiode, is given by

z(t) =
1

2
√

LRx

[

y(t) − y(t − TRx)
]

, (4.15)

where LRx denotes the total excess losses in the transmitter, which include:

• the coupling losses between the transmission fiber and the interferometer;

• the excess losses in the interferometer;

• the coupling losses between the interferometer and the photodiode.

The autocorrelation function of this signal can be written as

Rz∗z(t1, t2) , E
[

z∗(t1)z(t2)
]

=
1

4LRx

[

Ry∗y(t1, t2) − Ry∗y(t1, t2 − TRx)

− Ry∗y(t1 − TRx, t2) + Ry∗y(t1 − TRx, t2 − TRx)
]

, (4.16)

so for the mean power of z(t) one can find

E
[

Pz(t)
]

= 1
2Rz∗z(t, t)

=
1

4LRx

(

E
[

Py(t) + Py(t − TRx)
]

− Re
{

Ry∗y(t − TRx, t)
})

. (4.17)

The mean photodiode current can now be found found using (2.65), resulting
in

E
[

Ipd(t)
]

=
Rpd

4LRx

∫ ∞

−∞
hpd(t − ρ)

(

E
[

Py(ρ) + Py(ρ − TRx)
]

− Re
{

Ry∗y(ρ − TRx, ρ)
})

dρ . (4.18)
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After amplification by the TIA this results in an expected output voltage

E
[

Vout(t)
]

=
ZTIARpd

4LRx

∫ ∞

−∞
hpd(t − ρ)

(

E
[

Py(ρ) + Py(ρ − TRx)
]

− Re
{

Ry∗y(ρ − TRx, ρ)
})

dρ . (4.19)

Apparently, the expected output voltage is related to the instantaneous ex-
pected powers of y(t) and its delayed version y(t − TRx), and the degree of
correlation between these two signals. As shown in (4.13), the latter depends
on the relation between TRx and TTx. Using (4.13) and (2.25), and assuming
that the bandwidths of mmod(t) and φmod(t) are much smaller than 1/TTx and
1/TRx, one can find

E
[

Vout(t)
]

≈ ZTIARpdPx

8LTxLRx

∫ ∞

−∞
hpd(t − ρ)mmod(ρ)

·
[

2 − 2 exp

(

−π

2

(

TTx

τc

)2
)

cos
(

−2πfcTTx + φmod(ρ)
)

− 2 exp

(

−π

2

(

TRx

τc

)2
)

cos(2πfcTRx)

+ exp

(

−π

2

(

TRx − TTx

τc

)2
)

cos
(

2πfc(TRx − TTx) + φmod(ρ)
)

+ exp

(

−π

2

(

TRx + TTx

τc

)2
)

cos
(

2πfc(TRx + TTx) − φmod(ρ)
)

]

dρ . (4.20)

Assuming that TRx, TTx ≫ τc it follows that

E
[

Vout(t)
]

=
ZTIARpdPx

8LTxLRx

∫ ∞

−∞
hpd(t − ρ)mmod(ρ)

·
[

2 + exp

(

−π

2

(

TRx − TTx

τc

)2
)

· cos
(

2πfc(TRx − TTx) + φmod(ρ)
)

]

dρ . (4.21)

Now the two modulation methods, PM and IM, will be separately considered.
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Phase modulation (PM)

In case of PM (so when mmod(t) = 1), we have

E
[

Vout(t)
]

=
ZTIARpdPx

8LTxLRx

[

2 + exp

(

−π

2

(

TRx − TTx

τc

)2
)

·
∫ ∞

−∞
hpd(t − ρ) cos

(

2πfc(TRx − TTx) + φmod(ρ)
)

dρ

]

. (4.22)

Apparently, the output voltage consists of a constant (DC) part and a part
that is modulated by φmod(t). The significance of the latter part depends on
the relation between TRx and TTx:

• The observability of the PM is maximal when TRx = TTx, resulting in

E
[

Vout(t)
]

=
ZTIARpdPx

8LTxLRx

[

2+

∫ ∞

−∞
hpd(t−ρ) cos

(

φmod(ρ)
)

dρ

]

. (4.23)

In that case, the corresponding CM channel is selected, and the transmit-
ter and receiver form a matched pair ;

• The PM is not observable when
∣

∣TRx − TTx

∣

∣ ≫ τc. In that case, the
corresponding CM channel is suppressed ; the transmitter and receiver do
not form a matched pair;

(For intermediate values of
∣

∣TRx − TTx

∣

∣ partial interference occurs, such that
the PM is observable but not with maximum amplitude. This is not a desirable
situation, so it will not be further considered.)

Apparently, TRx can be used as a parameter to select or suppress CM chan-
nels.

Intensity modulation (IM)

Now consider the case in which IM is used instead of PM, so φmod(t) = 0 and
the mean output voltage becomes

E
[

Vout(t)
]

=
ZTIARpdPx

8LTxLRx

[

2 + exp

(

−π

2

(

TRx − TTx

τc

)2
)

· cos
(

2πfc(TRx − TTx)
)

]

∫ ∞

−∞
hpd(t − ρ)mmod(ρ) dρ , (4.24)

Apparently, the IM is always observable; although the amplitude does depend
on the relation between TRx and TTx, the corresponding channel cannot be
completely suppressed. Consequently, the single-ended receiver is not a suitable
configuration for demodulating coherence-modulated channels when IM is used.
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Example 4.4

As an example, consider a simulation of system with a coherence modulator as
simulated in Example 4.2, so with Px = 10 mW, τc = 100 fs, Tsamp = τc/2 =
50 fs, TTx = 5τc = 500 fs, negligible MZI losses (so LTx = 1) and a modulating
signal φmod(t) as shown in Figure 4.3(a).

For the single-ended coherence demodulator, it is assumed that the MZI
losses can be neglected (so LRx = 1), that the photodiode has a negligible
response time (so hpd(t) = δ(t)) and a responsivity of 0.8 A/W, and that
the TIA has a transimpedance of 1 kΩ and equivalent input noise current of
7 pA/

√
Hz, so Sth = 49 (pA)2/Hz.

First consider the situation that TRx = TTx = 500 fs. The resulting output
signal of the coherence demodulator is shown in Figure 4.7(a), where the dashed
line corresponds to the theoretical expected value. As expected, it consists of a

DC part, a signal part that is proportional to cos
(

φmod(t)
)

, and a noise part.

The variance of the noise seems to depend on the value of φmod(t). We will
come back to this in the next section.

→ t [ps]

Vout(t)

[V]

↑

0
0

5

10

10

15

20 30 40 50 60

(a) Phase modulation (PM), TRx = TTx

→ t [ps]
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(b) Phase modulation (PM), TRx 6= TTx
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(c) Intensity modulation (IM), TRx = TTx
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(d) Intensity modulation (IM), TRx 6= TTx

Figure 4.7: Simulated receiver output signal Vout(t) for single-ended coher-
ence demodulation
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When the simulation is repeated with TRx = 2TTx = 1 ps, the output signal in
Figure 4.7(b) results. Obviously, the modulating signal is no longer observable,
neither in the mean value nor in the noise variance.

Both these simulation experiments were repeated with a coherence modula-
tor in which IM is performed instead of PM. The modulating signal mmod(t) had
the same shape as φmod(t) in the previous experiments, but now took values 0
and 1 instead of 0 and π; the remaining parameter values were left unchanged.
The results are shown in Figure 4.7(c) and 4.7(d), respectively. Obviously, the
modulating signal mmod(t) is observable in both cases, although there is some
difference in amplitude (as expected). The noise variance appears to be very
low when mmod(t) = 0, which is not surprising since there is no beat noise
or intensity noise in that case, so only the (apparently much smaller) thermal
receiver noise remains.

4.4.2 Balanced detection

An alternative is to add another photodiode that detects the optical signal z2(t)
at the lower output of the receiver interferometer; this results in the balanced
detector configuration in Figure 4.8.

y(t) z1(t)

z2(t)

TRx

Vout(t)

Ipd,1(t)

Ipd,2(t)

Iout(t)

TIA

Figure 4.8: A balanced CM receiver

Similarly to the procedure in the previous subsection, one can subsequently
find for the optical signals z1(t) and z2(t)

z1(t) =
1

2
√

LRx

[

y(t) − y(t − TRx)
]

, (4.25)

z2(t) =
j

2
√

LRx

[

y(t) + y(t − TRx)
]

, (4.26)

Rz∗
1z1

(t1, t2) =
1

4LRx

[

Ry∗y(t1, t2) − Ry∗y(t1, t2 − TRx)

− Ry∗y(t1 − TRx, t2) + Ry∗y(t1 − TRx, t2 − TRx)
]

, (4.27)

Rz∗
2z2

(t1, t2) =
1

4LRx

[

Ry∗y(t1, t2) + Ry∗y(t1, t2 − TRx)

+ Ry∗y(t1 − TRx, t2) + Ry∗y(t1 − TRx, t2 − TRx)
]

, (4.28)
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Rz∗
1z2

(t1, t2) =
j

4LRx

[

Ry∗y(t1, t2) + Ry∗y(t1, t2 − TRx)

− Ry∗y(t1 − TRx, t2) − Ry∗y(t1 − TRx, t2 − TRx)
]

, (4.29)

E
[

Pz1
(t)

]

=
1

4LRx

(

E
[

Py(t) + Py(t − TRx)
]

− Re
{

Ry∗y(t − TRx, t)
})

, (4.30)

E
[

Pz2
(t)

]

=
1

4LRx

(

E
[

Py(t) + Py(t − TRx)
]

+ Re
{

Ry∗y(t − TRx, t)
})

. (4.31)

The output current Iout(t) of the balanced detector corresponds to the differ-
ence between the photodiode currents:

Iout(t) , Ipd,1(t) − Ipd,2(t) . (4.32)

Hence, its mean value can be written as

E
[

Iout(t)
]

= Rpd

∫ ∞

−∞
hpd(t − ρ)

{

E
[

Pz1
(ρ)

]

− E
[

Pz2
(ρ)

]

}

dρ

= − Rpd

2LRx

∫ ∞

−∞
hpd(t − ρ)Re

{

Ry∗y(t − TRx, t)
}

dρ . (4.33)

After amplification by the TIA this results in an expected output voltage

E
[

Vout(t)
]

= −ZTIARpd

2LRx

∫ ∞

−∞
hpd(t − ρ)Re

{

Ry∗y(t − TRx, t)
}

dρ . (4.34)

Note that this implies that the expected output current of the balanced re-
ceiver is only related to the degree of correlation between y(t) and its delayed
version y(t − TRx), and not to the individual powers of these signals like was
the case in the single-ended receiver. (The corresponding terms are canceled
by subtracting the photodiode currents.)

Using (2.25) and (4.2), and again assuming that the bandwidths of mmod(t)
and φmod(t) are much smaller than 1/TRx, one can write

E
[

Vout(t)
]

≈ ZTIARpdPx

4LTxLRx

∫ ∞

−∞
hpd(t − ρ)mmod(ρ)

·
[

−2 exp

(

−π

2

(

TRx

τc

)2
)

cos(2πfcTRx)

+ exp

(

−π

2

(

TRx − TTx

τc

)2
)

cos
(

2πfc(TRx − TTx) + φmod(ρ)
)

+ exp

(

−π

2

(

TRx + TTx

τc

)2
)

cos
(

2πfc(TRx + TTx) − φmod(ρ)
)

]

dρ . (4.35)
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Assuming that TRx ≫ τc, this becomes

E
[

Vout(t)
]

=
ZTIARpdPx

4LTxLRx
exp

(

−π

2

(

TRx − TTx

τc

)2
)

·
∫ ∞

−∞
hpd(t − ρ)mmod(ρ) cos

(

2πfc(TRx − TTx) + φmod(ρ)
)

dρ . (4.36)

Phase modulation (PM)

In case of PM, we get

E
[

Vout(t)
]

=
ZTIARpdPx

4LTxLRx
exp

(

−π

2

(

TRx − TTx

τc

)2
)

·
∫ ∞

−∞
hpd(t − ρ) cos

(

2πfc(TRx − TTx) + φmod(ρ)
)

dρ . (4.37)

Obviously, balancing has resulted in a removal of the DC term in the output
current, so that it only consists of an interference term. When TRx = TTx, it
becomes

E
[

Vout(t)
]

=
ZTIARpdPx

4LTxLRx

∫ ∞

−∞
hpd(t − ρ) cos

(

φmod(ρ)
)

dρ , (4.38)

whereas the mean output voltage becomes zero when
∣

∣TRx − TTx

∣

∣ ≫ τc.
Moreover, it can be proven that the noise performance of a balanced receiver

is significantly better than the noise performance of a single-ended receiver [59–
62].

Intensity modulation (IM)

In case of IM, we have

E
[

Vout(t)
]

=
ZTIARpdPx

4LTxLRx
exp

(

−π

2

(

TRx − TTx

τc

)2
)

·
∫ ∞

−∞
hpd(t − ρ)mmod(ρ) cos

(

2πfc(TRx − TTx)
)

dρ . (4.39)

Hence, it can be seen that balancing has enabled the receiver to distinguish
between intensity modulated CM channels: when TRx = TTx, we have

E
[

Vout(t)
]

=
ZTIARpdPx

4LTxLRx

∫ ∞

−∞
hpd(t − ρ)mmod(ρ) dρ , (4.40)

whereas the mean output voltage becomes zero when
∣

∣TRx − TTx

∣

∣ ≫ τc.
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Example 4.5

The simulation experiments in Example 4.4 have been repeated with a balanced
receiver instead of a single-ended receiver. The results are shown in Figure 4.9.
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(a) Phase modulation (PM), TRx = TTx
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(b) Phase modulation (PM), TRx 6= TTx
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(c) Intensity modulation (IM), TRx = TTx
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(d) Intensity modulation (IM), TRx 6= TTx

Figure 4.9: Simulated receiver output signal Vout(t) for balanced coherence
demodulation

Note that it is demonstrated that TRx now indeed serves as a channel selection
parameter for both modulation methods: the modulating signal is observable
when TRx = TTx and not observable when TRx 6= TTx, both in case of PM
and IM. (That is: in case of IM, the modulating signal only affects the noise
variance and not the mean output signal.)

Also note that in case of PM, the output signal of a matched balanced
receiver (Figure 4.9(a)) is indeed less noisy than the output signal of a matched
single-ended receiver (Figure 4.7(a)).
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4.5 Choosing the path delays

As described in the previous section, the output signal of the receiver depends
on the values of the path delays TTx and TRx. It was assumed that both of them
are much larger than the coherence time τc, and then it was shown that the
modulating signal is recovered by setting TRx = TTx and that it is suppressed
by setting

∣

∣TRx − TTx

∣

∣ ≫ τc.
In practice, however, TRx and TTx should be chosen as small as possible in

order to simplify implementation. A criterion for choosing the values follows
from (4.20) and (4.34), where it can be seen that the residual coherence terms
(those are the terms that have been neglected in (4.21) and (4.35)) are more
than 40 dB below the desired interference term when the delays are chosen
in the order of twice the coherence time. The same goes for the difference
between TRx and TTx when the modulating signal should be suppressed.

Example 4.6

For a light source with a coherence time of 0.1 ps (see Example 2.1), the path
delays should be in the order of 0.2 ps and multiples thereof. For waveguides
with an effective index Neff in the order of 1.5, this corresponds to a path length
difference of lTx = c0TTx/Neff ≈ 40 µm.

In some applications it might be desirable to have adjustable delay values in
the transmitter and/or receiver, so that a transmitter can address a particular
receiver and/or a receiver can tune to a particular transmitter. This can be
done by means of multiple delays and switches. Two examples are shown in
Figure 4.10.

In the MZI in Figure 4.10(a), one of the interferometer arms is replaced
by a binary tree configuration of parallel delay lines, from which one delay
line can be selected by properly setting the Y-switches. The disadvantage of
such configuration is that the number of required switches rapidly increases
with the number of delay values: when N is the number of switching stages
of the binary tree, then 2N different delay values can be selected by means of
2(2N − 1) switches. 2N switches have to be configured properly for selecting a
particular delay.

The MZI in Figure 4.10(b) consists of multiple stages that are connected by
cross-bar switches. The path-length difference is each stage is twice the path-
length difference of the preceding stage. When a switch is in the bar state,
the path-length differences of the two adjacent stages are effectively summed,
whereas they are effectively subtracted when the switch is in the cross-state.
Hence, when there are N stages, N − 1 cross-bar switches are required and
2N−1 different effective path-length differences can be selected.

An MZI can actually be alternately used for encoding and decoding in the
same channel, so that a half-duplex link can be established [48]. In case of
single-ended detection this can simply be done by connecting a broadband
source to the free output port of a coherence demodulator. In case of balanced
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(a) Binary tree configuration of parallel delay lines and
Y-switches

T 2 T 2N−1T

(b) Series concatenation with cross-bar switches

Figure 4.10: Two examples of Mach-Zehnder Interferometers with adjustable
path-length differences

detection it can be done by inserting a Y-switch in one of the output ports
of the coherence demodulator, which enables this port to connect to either a
photodiode or a broadband source. This is illustrated in Figure 4.11. Modula-
tion can be performed in the same way as described before; PM is illustrated
in Figure 4.11.

x(t)

y(t)

φmod(t)

TTx, TRx

Vout(t)

PM

TIA

Figure 4.11: A CM transceiver with PM and balanced detection

Alternatively, full-duplexing can be performed by means of separate transmit-
ters and receivers with different path delay differences, eventually combined
with coarse WDM in order to distinguish between upstream and downstream
traffic [63].
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4.6 Noise in the receiver

Apart from the information-carrying term and residual coherence terms, the
output signal of the TIA also contains noise. This was illustrated by the sim-
ulation examples in Section 4.4, and it will be quantified by calculating the
autocorrelation function of Vout(t) in this section. Since the balanced receiver
has obvious advantages over the single-ended receiver, we will do this for the
balanced receiver. (Moreover, the calculation for the single-ended receiver is
far more laborious since Vout(t) contains more terms in that case.)

First the autocorrelation function of the output current Iout(t) of the pho-
todiode pair is found using (4.32), (2.66) and (2.67):

RIoutIout
(t1, t2) = RIpd,1Ipd,1

(t1, t2) − RIpd,1Ipd,2
(t1, t2)

− RIpd,2Ipd,1
(t1, t2) + RIpd,2Ipd,2

(t1, t2)

= Rpde

∫ ∞

−∞
hpd(t1 − ρ)hpd(t2 − ρ)E

[

Pz1
(ρ) + Pz2

(ρ)
]

dρ

+ R2
pd

∫ ∞

−∞

∫ ∞

−∞
hpd(t1 − ρ1)hpd(t2 − ρ2)

[

RPz1
Pz1

(ρ1, ρ2)

− RPz1
Pz2

(ρ1, ρ2) − RPz2
Pz1

(ρ1, ρ2) + RPz2
Pz2

(ρ1, ρ2)

]

dρ1 dρ2 . (4.41)

This can be expressed in the autocorrelation and cross-correlation functions of
z1(t) and z2(t) by means of (2.36) and (2.41):

RIoutIout
(t1, t2) = Rpde

∫ ∞

−∞
hpd(t1 − ρ)hpd(t2 − ρ)E

[

Pz1
(ρ) + Pz2

(ρ)
]

dρ

+ R2
pd

∫ ∞

−∞

∫ ∞

−∞
hpd(t1 − ρ1)hpd(t2 − ρ2)

·
[

(

Pz1
(ρ1) − Pz2

(ρ1)
)(

Pz1
(ρ2) − Pz2

(ρ2)
)

+ 1
4

∣

∣Rz∗
1z1

(ρ1, ρ2)
∣

∣

2 − 1
4

∣

∣Rz∗
1z2

(ρ1, ρ2)
∣

∣

2

− 1
4

∣

∣Rz∗
2z1

(ρ1, ρ2)
∣

∣

2
+ 1

4

∣

∣Rz∗
2z2

(ρ1, ρ2)
∣

∣

2
]

dρ1 dρ2 . (4.42)

Using (4.27) through (4.31) and (4.33) this becomes

RIoutIout
(t1, t2) = E

[

Iout(t1)
]

E
[

Iout(t2)
]

+
Rpde

2LRx

∫ ∞

−∞
hpd(t1 − ρ)hpd(t2 − ρ)E

[

Py(ρ) + Py(ρ − TRx

]

dρ

+
R2

pd

8L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hpd(t1 − ρ1)hpd(t2 − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx)

+ Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1)
}

dρ1 dρ2 . (4.43)
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One can actually verify that the first integral corresponds to shot noise, and
that the two terms in the second integral correspond to intensity noise and
beat noise, respectively.

After amplification, thermal noise is added to the signal, as described in
Section 2.7. The autocorrelation function of the output voltage can be written
as

RVoutVout
(t1, t2) = Z2

TIA

[

RIoutIout
(t1, t2) + Sthδ(t1 − t2)

]

= E
[

Vout(t1)
]

E
[

Vout(t2)
]

+
Z2

TIARpde

2LRx

∫ ∞

−∞
hpd(t1 − ρ)hpd(t2 − ρ)E

[

Py(ρ) + Py(ρ − TRx)
]

dρ

+
Z2

TIAR2
pd

8L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hpd(t1 − ρ1)hpd(t2 − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx)

+ Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1)
}

dρ1 dρ2

+ Z2
TIASthδ(t1 − t2) (4.44)

The impact of the noise can be minimized by low-pass filtering the output
voltage of the TIA. This is illustrated in Figure 4.12.

y(t)

TRx

Vout(t) VLP(t)
TIA LP

Figure 4.12: A balanced CM receiver with low-pass filter

When the low-pass filter can be considered linear and time-invariant, with
an impulse response hLP(t) that is much longer than the impulse response of
the photodiode hpd(t), then the signal VLP(t) at the output of this filter has
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expected value

E
[

VLP(t)
]

=

∫ ∞

−∞
hLP(t − ρ)Vout(ρ) dρ

≈ −ZTIARpd

2LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

Ry∗y(ρ − TRx, ρ)
}

dρ

=
ZTIARpdPx

4LTxLRx
exp

(

−π

2

(

TRx − TTx

τc

)2
)

·
∫ ∞

−∞
hLP(t − ρ)mmod(ρ) cos

(

2πfc(TRx − TTx) + φmod(ρ)
)

dρ , (4.45)

and autocorrelation function

RVLPVLP
(t1, t2) =

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)RVoutVout

(ρ1, ρ2) dρ1 dρ2

≈ E
[

VLP(t1)
]

E
[

VLP(t2)
]

+
Z2

TIARpde

2LRx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Py(ρ) + Py(ρ − TRx)
]

dρ

+
Z2

TIAR2
pd

8L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx)

+ Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1)
}

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (4.46)

Using (4.13) and again assuming that the bandwidth of the modulating signals
is much smaller than 1/TTx and 1/TRx, that TTx and TRx are much larger
than τc and that their difference is much smaller than τc, one can find

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx)
]

≈ mmod(ρ)Px

2LTx
, (4.47)

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx) ≈
m2

mod(ρ1)

16L2
Tx

[

4
∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

+
∣

∣Rx∗x(ρ2 − ρ1 − TTx)
∣

∣

2
+

∣

∣Rx∗x(ρ2 − ρ1 + TTx)
∣

∣

2
]

, (4.48)

Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1) ≈
m2

mod(ρ1)

16L2
Tx

∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2
exp

(

j 4πfc(TRx − TTx) + j 2φmod(ρ1)
)

, (4.49)
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so that (4.46) can be written as

RVLPVLP
(t1, t2) ≈ E

[

VLP(t1)
]

E
[

VLP(t2)
]

+
Z2

TIARpdPxe

2LTxLRx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)mmod(ρ) dρ

+
Z2

TIAR2
pd

128L2
RxL

2
Tx

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)m

2
mod(ρ1)

·
[

4
∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2
+

∣

∣Rx∗x(ρ2 − ρ1 − TTx)
∣

∣

2
+

∣

∣Rx∗x(ρ2 − ρ1 + TTx)
∣

∣

2

+
∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2
cos

(

4πfc(TRx − TTx) + 2φmod(ρ1)
]

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (4.50)

When it is assumed that the bandwidth of the low-pass filter is much smaller
than the bandwidth of x(t), so that the duration of hLP(t) is much larger than
the width of Rx∗x(τ), then (2.23) can be used to approximate

|Rx∗x(τ)|2 ≈ 4P 2
x τcδ(τ) , (4.51)

so that (4.50) can be written as

RVLPVLP
(t1, t2) ≈ E

[

VLP(t1)
]

E
[

VLP(t2)
]

+
Z2

TIARpdPxe

2LTxLRx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)mmod(ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
RxL

2
Tx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)m2

mod(ρ)

·
[

6 + cos
(

4πfc(TRx − TTx) + 2φmod(ρ)
)]

dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (4.52)

4.7 Digital transmission

When digital transmission is performed with a rectangular symbol shape of
length Ts, we can write

φmod(t) =
∑

k

φk Π

(

t − k Ts

Ts

)

, (4.53)

mmod(t) =
∑

k

mk Π

(

t − k Ts

Ts

)

, (4.54)

where Π(.) is the rectangular unit pulse, which is defined by

Π(x) ,

{

1 , when |x| < 1/2 ,

0 , when |x| ≥ 1/2 ,
(4.55)
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and the coefficients
{

φk

}

and
{

mk

}

are related to the transmitted information
symbols, according to the modulation format that is chosen. We will come
back to this in the following subsections.

In order to optimize the SNR prior to detection, hLP(t) is assumed to be
matched to these pulses. Hence, the low-pass filter is an integrate-and-dump
filter that averages over one symbol time period, so we have

hLP(t) =
1

Ts
Π

(

t

Ts

)

. (4.56)

Now we can use (4.45) to find the expected output signal of a matched receiver
(TRx = TTx):

E
[

VLP(t)
]

≈ ZTIARpdPx

4LTxLRx

∑

k

mk cos(φk)Λ

(

t − k Ts

Ts

)

, (4.57)

where Λ(.) is the triangular unit pulse, which is defined by

Λ(x) ,

{

1 − |x| , when |x| < 1 ,

0 , when |x| ≥ 1 .
(4.58)

Obviously, this output signal should be sampled by the detector at time instants
t = k Ts, resulting in decision samples with expected value

E
[

VLP(k Ts)
]

≈ ZTIARpdPx

4LTxLRx
mk cos(φk) , (4.59)

The variance of the output signal can be found from (4.52) as

σ2
VLP(t) = RVLPVLP

(t, t) − E2
[

VLP(t)
]

≈ Z2
TIARpdPxe

2LTxLRxTs

∑

k

mkΛ

(

t − k Ts

Ts

)

+
Z2

TIAR2
pdP 2

x τc

32L2
RxL

2
TxTs

∑

k

m2
k

[

6 + cos(2φk)
]

Λ

(

t − k Ts

Ts

)

+
Z2

TIASth

Ts
. (4.60)

so the variance of the decision samples follows as

σ2
VLP(k Ts)

≈

Z2
TIA

Ts

{

RpdPxe

2LTxLRx
mk +

R2
pdP 2

x τc

32L2
RxL

2
Tx

m2
k

[

6 + cos(2φk)
]

+ Sth

}

. (4.61)
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4.7.1 BPSK modulation

When binary phase shift keying (BPSK) modulation is applied, the pulse am-
plitudes are given by mk = 1 and φk = Akπ, where Ak ∈

{

0, 1
}

are the binary
information digits. Since these are actually random variables, the statistics
of the decision sample that have been derived so far should be considered as
conditional statistics, conditioned on a certain realization of

{

φk

}

. Hence, the
expected value and variance of the decision samples become conditional. For
the conditional expected value we get:

E
[

VLP(k Ts)
∣

∣ Ak = 0
]

= −E
[

VLP(k Ts)
∣

∣ Ak = 1
]

≈ ZTIARpdPx

4LTxLRx
, (4.62)

and when the conditional variances of the output samples for a binary zero and
one are abbreviated as σ2

0 and σ2
1 , respectively, these become

σ2
0 = σ2

1 ≈ Z2
TIA

Ts

[

RpdPxe

2LTxLRx
+

7R2
pdP 2

x τc

32L2
RxL

2
Tx

+ Sth

]

. (4.63)

As a result, the SNR per symbol can be written as

γBPSK ,
E2

[

VLP(k Ts)
∣

∣ Ak = 0
]

2σ2
0

=
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (4.64)

where

γsn =
RpdPxTs

16LTxLRxe
, (4.65)

γbn =
Ts

7τc
, (4.66)

γtn =
R2

pdP 2
xTs

32L2
RxL

2
TxSth

, (4.67)

are the signal-to-shot noise ratio, signal-to-beat noise ratio, and signal-to-
thermal noise ratio, respectively. Obviously, all of these have to have a high
value in order to have a high value for γBPSK. This is the case when:

• The integration time Ts of the matched filter is much larger than the
coherence time τc;

• The received power is high, such that the average number of received
photons in one integration time Ts is high, and the photocurrent is much
larger than the equivalent input noise current of the amplifier.

From the latter condition, it follows that the probability density function of each
integrated photodiode current is similar to the probability density function of
its corresponding integrated input power [51]. Since the integration time Ts is
much larger than the correlation time of the optical power (which is in the order
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of τc), the Central Limit Theorem applies, such that the decision samples can be
assumed to be Gaussian distributed. Hence, when the conditional probability
functions of the output samples for a binary zero or one are denoted by f0(v)
and f1(v), respectively, they can be written as

f0(v) =
1

σ0

√
2π

exp

(

−
(

v − E
[

VLP(k Ts)
∣

∣ Ak = 0
])2

2σ2
0

)

, (4.68)

f1(v) =
1

σ1

√
2π

exp

(

−
(

v − E
[

VLP(k Ts)
∣

∣ Ak = 1
])2

2σ2
1

)

. (4.69)

Obviously, fVLP(k Ts)|Ak=0(v) = fVLP(k Ts)|Ak=1(−v), so that the decision thres-
hold of the detector should be at 0 volts (assuming that binary ones and zeros
occur with equal probability), resulting in a probability of bit error

Pe = 1
2

∫ 0

−∞
f1(v) dv + 1

2

∫ ∞

0

f0(v) dv ≈ Q
(

√

2γBPSK

)

. (4.70)

From this it can be calculated that an SNR of γBPSK = 18 (12.6 dB) is required
for having a bit error rate of Pe = 10−9. From (4.65) through (4.67) it follows
that the bit rate that can be achieved is then given by

Rb =
1

Ts
=

1
18R2

pdP 2
x

7R2
pdP 2

x τc + 16RpdPxLTxLRxe + 32L2
RxL

2
TxSth

. (4.71)

Example 4.7

Now consider the following numerical example:

Px = 10 mW ,

Rpd = 0.8 A/W ,

LRx = LTx = 1.12 (0.5 dB) ,

Sth = 49 (pA)2/Hz ,

τc = 0.1 ps ,

Substituting these parameter values into (4.71) results in a maximum bit rate
Rb = 80 Gbps. In that case, the individual SNR contributions are given by

γsn ≈ 3.1 · 104 (45 dB) ,

γbn ≈ 18 (12.6 dB) ,

γtn ≈ 3.3 · 105 (55 dB) .

Obviously, the performance in this numerical example is almost fully deter-
mined by beat noise. Hence, the only way to increase the maximum bit rate
of this system is to reduce the coherence time τc; increasing the transmitted
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power, reducing the losses or improving the TIA will hardly affect the per-
formance. Note, however, that 40 nm is already quite a large linewidth for
communication light sources. Moreover, choosing a large source linewidth lim-
its the length of the fiber that can be used, due to chromatic dispersion. This
will be further studied in Chapter 7. And finally, it is questionable whether it
is possible to achieve a bit rate of 80 Gbps with current state-of-the-art mod-
ulators, photodetectors and TIAs in the first place. Note, however, that the
calculations in this chapter are merely meant as a preparation for analyzing
systems in which several coherence-modulated channels are multiplexed. In
these systems, the noise-limited bit rate will certainly be lower.

For graphical illustration, a simulation has been run of a corresponding
system in which a bit pattern ’01001101’ is transmitted at 80 Gbps. The cor-
responding modulating signal φmod(t) is shown in Figure 4.13(a). The sample
time is Tsamp = τc/2 = 50 fs and the transimpedance of the TIA is set to
ZTIA = 1 kΩ. The resulting matched filter output signal is shown in Fig-
ure 4.13, where the circles mark the actual decision samples. The dashed
line represents the theoretical expected value of the output signal as expressed
by (4.57).

→ t [ps]

φmod(t)

[rad]

↑

π

0
0 25 50 75 100

(a) Modulating signal φmod(t)
→ t [ps]

VLP(t)

[V]

↑
0

0

1

2

-1

-2

25 50 75 100

(b) Output signal VLP(t)

Figure 4.13: Simulation results for BPSK modulation when a bit pattern
’01001101’ is transmitted at 80 Gbps

4.7.2 OOK modulation

When on-off keying (OOK) modulation is applied, the pulse amplitudes are
given by φk = 0 and mk = Ak ∈ {0, 1}. The conditional expected value and
variance of the decision samples then become

E
[

VLP(k Ts)
∣

∣ Ak = 0
]

= 0 , (4.72)

E
[

VLP(k Ts)
∣

∣ Ak = 1
]

≈ ZTIARpdPx

4LTxLRx
, (4.73)
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σ2
0 ≈ Z2

TIASth

Ts
, (4.74)

σ2
1 ≈ Z2

TIA

Ts

[

RpdPxe

2LTxLRx
+

7R2
pdP 2

x τc

32L2
RxL

2
Tx

+ Sth

]

. (4.75)

The decision samples can be assumed to be Gaussian like in the case of BPSK
modulation, so (4.68) and (4.69) still apply.

Obviously, the optimum decision threshold should be somewhere in between
the two possible conditional expected values of VLP(k Ts) and hence depends
on the actual received optical power. Note however, that the decision problem
is not symmetric like in the case of BPSK modulation due to the different con-
ditional variances of VLP(k Ts). Even when binary ones and zeros occur with
equal probability, the optimum decision threshold is not exactly halfway the
two expected values. When thermal noise dominates, the variances are approx-
imately the same, so that the optimum threshold is approximately halfway the
two expected values. In general, however, the optimum detection threshold is
lower, due to the larger variance in case a binary one is transmitted.

When the detection threshold is chosen halfway the two expected values,
for convenience (this is also easy to realize in practice), the bit error probability
can be proven to be given by

Pe = 1
2

∫ ∞

1
2E

[

VLP(k Ts)
∣

∣Ak=1
]
f0(v) dv + 1

2

∫ 1
2E

[

VLP(k Ts)
∣

∣Ak=1
]

−∞
f1(v) dv

≈ 1
2Q

(
√

γOOK,0

2

)

+ 1
2Q

(
√

γOOK,1

2

)

, (4.76)

where

γOOK,0 ,
E2

[

VLP(k Ts)
∣

∣ Ak = 1
]

2σ2
0

≈
R2

pdP 2
xTs

32L2
RxL

2
TxSth

, (4.77)

γOOK,1 ,
E2

[

VLP(k Ts)
∣

∣ Ak = 1
]

2σ2
1

≈
R2

pdP 2
xTs

7R2
pdP 2

x τc + 16RpdPxLTxLRxe + 32L2
RxL

2
TxSth

. (4.78)

Example 4.8

When the same parameter values are chosen as in Example 4.7, the performance
will still be fully determined by beat noise. Hence, when the detection threshold
is indeed set as described above, bit errors will practically only occur for Ak = 1,
and the achievable bit rate is approximately 20 Gbps, a quarter of what can
be achieved with BPSK. The simulation results for a corresponding system are
shown in Figure 4.14.
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→ t [ps]

mmod(t)

↑

0
0

1

100 200 300 400

(a) Modulating signal mmod(t)

→ t [ps]

VLP(t)

[V]

↑

0
0

1

2

100 200 300 400

(b) Output signal VLP(t)

Figure 4.14: Simulation results for OOK modulation when a bit pattern
’01001101’ is transmitted at 20 Gbps

From Figure 4.14(b) it is obvious that the conditional variance σ2
0 is much

smaller than σ2
1 in this case, so the performance could be significantly enhanced

by lowering the decision threshold. In the next chapter we will see, however,
that this will not be the case when several coherence-modulated channels are
multiplexed, so we will not elaborate on this further. (Note that this one-
channel example is merely meant for illustrating the modulation concept.)

4.8 Practical considerations

In this last section we will comment on some assumptions that have been made
in the theoretical explanation in the preceding sections.

4.8.1 Polarization

In the preceding sections it was assumed that the optical waves were polarized
light, and that the polarization state of the light was maintained throughout
the system.

In practice, however, light from a spontaneously emitting source will gen-
erally be unpolarized, meaning that it consists of two polarization modes that
have orthogonal mode profiles and uncorrelated electrical fields [51]. Hence,
the analysis that is presented only holds when the source light is first passed
through a polarizer.

Moreover, the polarization of light at the output of a standard single-mode
fiber is not predictable due to birefringence and random mode coupling. In
coherent optical communications [64] —where a received signal is interfering
with a locally generated optical signal— this turned out to be a significant
problem since light waves in different polarization modes do not beat, so that
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polarization control or polarization diversity is required. In CM, however,
the modulated light wave and reference light wave are generated in the same
optical chip, transmitted through the same fiber and demodulated in the same
optical chip. Hence, if the optical chips are designed such that polarization is
maintained (or at least all light waves get the same shift in polarization state),
then the detected light waves will all have the same polarization state so that
polarization control and polarization diversity are not required. (Note that this
is not the case when the MZIs are constructed by fibers, so that a polarization
controller is required in an all-fiber experimental prototype.)

When the optical chips are even designed to be polarization independent
(which might be especially challenging in the transmitter, which contains a
modulator) it is not required to polarize the source light. This has the advan-
tage that the received power per channel will double, so that the signal-to-shot
noise ratio will double and the signal-to-thermal noise ratio will become four
times larger. Moreover, the signal-to-beat noise ratio will double because the
contributions in the detected power that correspond to the interference in the
two polarization modes will add up coherently, whereas the contributions that
correspond to beat noise in the two polarization modes will add up incoher-
ently, since the two polarization modes of the source light are uncorrelated.
In practice the latter effect might be partly canceled by the fact that random
mode coupling introduces partial correlation between the polarization modes.
This has not been studied in detail, however.

4.8.2 Optical phase offset

A particular advantage of CM is its immunity to crosstalk: small fluctuations
in the MZIs’ path delays TTx and TRx do not result in crosstalk between the
channels, as long as the delays and the differences between the delays remain
much larger than the coherence time. Hence, it is not difficult so suppress
unwanted channels.

It was shown that a desired channels can be detected by setting TRx =
TTx. Note that this assumes that the delays are matched very precisely; their
difference is not only assumed to be much smaller than the coherence time, but
also smaller than 1/fc, where fc is the optical carrier frequency. Otherwise,
there will be an offset 2πfc(TRx − TTx) in the phase difference between the
interfering light waves, which affects the observability of the modulating signal.

In practice it might not be too straightforward to achieve matching this
accurately, due to fabrication tolerances, temperature fluctuations or aging of
components. This problem will be discussed in more detail in Chapter 6, where
some receivers are discussed in which this problem is either solved or avoided.
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4.8.3 Balancing

In the description of the balanced detection concept it has been assumed that
the MZI is perfectly balanced and that the photodiodes have equal responsivi-
ties Rpd. In practice this might not be the case, for example due to fabrication
tolerances. The implication of this is that the subtraction of (4.30) and (4.31)
in the first line of (4.33) is not carried out properly, so that E

[

Py(t)
]

becomes
observable in the output signal.

In case of PM it follows from (4.13) that E
[

Py(t)
]

is constant so that it will
result in a DC bias voltage in the output signal. This unwanted signal can be
suppressed by using an AC-coupled TIA. Note that this can only be done when

cos
(

φmod(t)
)

does not contain a DC component; otherwise the TIA will distort

the desired signal. In case of digital transmission this requires line coding like
bipolar or Manchester coding [56].

This is not possible in case of IM, however, since the desired signal is then
unipolar and hence contains a DC term. Moreover, it follows from (4.13) that
E

[

Py(t)
]

is then also proportional to mmod(t) so that the undesired terms
have both DC and AC content. As a result, when designing an OOK CM
receiver special attention should be paid to well-balancing the balanced detector
configuration in order to avoid crosstalk between channels. This especially
concerns the rightmost 2 × 2 coupler and the photodiodes.

Example 4.9

This is illustrated by running similar simulations like in Examples 4.7 and 4.8,
but this time we set TRx = 2TTx = 1 ps (so the receiver is not matched to
the transmitter). Simulations are run for BPSK and OOK modulation, like
in Examples 4.7 and 4.8; the results are shown in Figure 4.15(a) and 4.15(b).
The dashed lines correspond to the theoretical expected value. As expected, the
modulating signals (Figure 4.13(a) and 4.14(a), respectively) are not observable
in the corresponding output signals.

Both simulations are repeated, but this time an imbalance is introduced in
the receiver by setting the responsivity of the upper photodiode to 0.9 A/W
and the lower photodiode to 0.7 A/W. (A relatively large imbalance is chosen,
for visualization purposes.) As expected, the imbalance introduces a DC bias
(after some initial transient) in case of BPSK modulation and crosstalk in case
of OOK modulation. The DC bias could be removed by means of AC-coupled
amplification, so an eventual imbalance is mainly a problem in CM systems
with OOK modulation.

In the next chapter it will be shown that the requirement for properly balancing
the detector configuration becomes stricter as the number of channels increases,
and depends on the particular multiplexing topology that is used.
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(d) OOK and different responsivities

Figure 4.15: Output signal VLP(t) in an unmatched receiver

4.9 Conclusion

In this chapter the basic channel generation and selection concept for coherence
multiplexing has been explained both physically and mathematically. More-
over, it has been visually illustrated by showing some simulated realizations of
the signals that are involved in this concept.

It has been explained that a coherence-modulated channel can be generated
by creating two mutually delayed versions of a broadband light wave by means
of an interferometer. The path delay imbalance TTx of the interferometer is
supposed to be much larger than the coherence time of the light, so that the
resulting light waves are mutually incoherent. Information transmission is ac-
complished by either performing phase modulation (PM) on one of these two
versions, or performing intensity modulation (IM) on both versions.

The modulating signal can be recovered in the receiver by means of co-
herence demodulation, which requires another interferometer with path delay
imbalance TRx and either a single-ended or balanced detector configuration. A
particular coherence-modulated channel is selected by choosing the path delay
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imbalances in transmitter and receiver to be the same (resulting in a matched
transmitter-receiver pair), so that optical interference (coherent beating) oc-
curs. A channel can be suppressed by making the path delay imbalances have
a difference that is much larger than the coherence time of the light, so that
there is no interference. Coherence demodulation does not work properly when
IM and single-ended detection are combined: IM requires balanced detection.

The noise in the receiver has been analyzed in terms of beat noise (caused
by beating of mutually incoherent light waves), shot noise (caused by the ran-
dom arrival character of photons) and thermal noise in the transimpedance
amplifier (TIA) in the receiver. The results were used to derive the signal-to-
noise ratio (SNR) and bit error rate (BER) for BPSK and OOK modulation.
The performance can be improved by either increasing the transmitted power
(when shot noise and/or thermal noise are dominant) or reducing the coherence
time of the optical sources (when beat noise is dominant).

Some practical aspects were considered regarding the polarization of the
light waves, the precise matching of the delays in the transmitter and receiver
and the proper balancing of the balanced detector configuration.

In the next chapter three topologies will be discussed for multiplexing sev-
eral coherence-modulated channels into a common optical fiber cable. Some
performance results for balanced detection will be derived which are partly
based on the analysis that has been presented in this chapter.
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Chapter 5

Coherence multiplexing
topologies

5.1 Introduction

In the previous chapter the basic concepts of coherence modulation and de-
modulation have been explained. Coherence modulation implies that a pair
of two optical signals is transmitted, which are delayed with respect to each
other by a time shift that exceeds the coherence time, such that they do not
interfere. In the receiver, coherence demodulation is performed, which involves
that the data signal is recovered by correlating the received optical signal with
its delayed version.

In this chapter it will be explained how coherence modulation can be used
to multiplex several channels onto one common optical fiber cable. The idea is
that several pairs of optical signals are transmitted, each pair having a different
relative delay between the constituting optical signals. A particular receiver
can then select a particular pair by correlating the received optical signal with
a delayed version, where the delay is equal to the relative delay in the corre-
sponding signal pair.

Several system topologies are known for multiplexing coherence-modulated
optical signals. The first CM system was introduced by Paolo Cielo and Claude
Delisle and constituted of a series concatenation of coherence modulators [27].
In 1985 Janet Brooks and Robert Wentworth et al. proposed [46] and an-
alyzed [47] four topologies for using coherence multiplexing in a distributed
interferometric sensor system, namely:

• the discontinuous series (DS) system;

• the continuous series (CS) system;

• the extrinsic reference ladder (ERL) system;

• the intrinsic reference ladder (IRL) system.

85



i

i

i

i

i

i

i

i
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The DS system actually corresponds to the CM system that was proposed by
Cielo and Delisle. It will be further considered in Section 5.4.

The CS and ERL system require two separate transmission paths between
the transmission and reception unit. Although this might be practical in a
distributed sensor application, it is not desirable in an optical fiber communi-
cation application, because the polarization states of the optical signals at the
outputs of the two optical fibers need to be matched in order to achieve optimal
interference. Moreover, the differential length mismatch between the two fibers
has significant impact on the performance of the system [65]. Therefore, the
CS and ERL system will not be further considered in this thesis.

The IRL system is basically a parallel array (PA) of coherence modulators
that are illuminated by a common optical source. A more flexible and power
effective approach however was the PA that was proposed by Goedgebuer and
Hamel in 1987 [28], where each coherence modulator is illuminated by its own
source. The latter form is further considered in Section 5.2.

A considerable performance improvement can be achieved when the MZIs
in the IRL system are integrated to one MZI with a common reference branch
and several modulated paths with different delays. This is termed the single
intrinsic reference ladder (SIRL) system and is further considered in Section 5.3.

5.2 The parallel array (PA)

5.2.1 Multiplexed signal

The most straightforward way of multiplexing several coherence-modulated
optical channels is the parallel array (PA), which is illustrated in Figure 5.1.

x1(t)

xN (t)

y(t)

y1(t)

yN (t)

TRx,r

TTx,1

TTx,N

mmod,1(t)

φmod,1(t)

mmod,N (t)

φmod,N (t)

VLP,r(t)
TIA

IM

IM

PM

PM

common
fiber

transmitter 1

transmitter N

receiver r

N transmitters

N receivers

LP

Figure 5.1: Parallel array (PA) of N coherence modulators and demodulators
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It consists of N coherence modulators and demodulators. Each coherence mod-
ulator i is illuminated by a different source signal xi(t). The output signals yi(t)
of the coherence modulators are combined into the common transmission fiber
using an optical combiner. The aggregate signal is then distributed over the
N receivers by means of an optical splitter. When the difference in propaga-
tion delay is ignored and splitters and combiners are assumed to be uniform,
this implies that each coherence demodulator receives an identical signal y(t).
When both IM and PM are applied (like in Chapter 4), and it is assumed that
all coherence modulators have the same excess loss LTx and that the combined
signals have matched polarization states, y(t) can be written as

y(t) =
1√
Lnw

N
∑

i=1

yi(t) =
1

2
√

LTxLnw

N
∑

i=1

[

xi(t)mmod,i(t)

− xi(t − TTx,i)mmod,i(t − TTx,i) exp
(

jφmod,i(t)
)]

, (5.1)

where Lnw denotes the optical losses in the network (between a transmitter
and receiver), due to intrinsic combining and splitting losses, excess losses and
coupling losses. (Propagation losses and dispersion in the transmission fibers
are still ignored; these will not be considered until Chapter 7.)

For deterministic modulating signals mmod,i(t) and φmod,i(t) with band-
widths that are much smaller than 1/TTx,i and 1/τc, y(t) has zero mean and
autocorrelation function

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

≈ 1

4LTxLnw

N
∑

i=1

mmod,i(t1)
[

2Rx∗x(t2 − t1)

− Rx∗x(t2 − t1 − TTx,i) exp
(

jφmod,i(t1)
)

− Rx∗x(t2 − t1 + TTx,i) exp
(

−jφmod,i(t1)
)]

, (5.2)

where it is assumed that all source signals xi(t) are independent and have the
same autocorrelation function Rx∗x(τ).
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5.2.2 Output signal of balanced receiver

When the coherence demodulators consist of balanced receivers, the theory of
the previous chapter can be used for analyzing the output signal. Using (4.45)
and (5.2), the expected output signal of a particular receiver r with path de-
lay TRx,r can be written as

E
[

VLP,r(t)
]

≈ −ZTIARpd

2LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

Ry∗y(ρ − TRx,r, ρ)
}

dρ

≈ ZTIARpdPx

4LTxLRxLnw

N
∑

i=1

∫ ∞

−∞
hLP(t − ρ)mmod,i(ρ)

·
[

−2 exp

(

−π

2

(

TRx,r

τc

)2
)

cos(2πfcTRx,r)

+ exp

(

−π

2

(

TRx,r − TTx,i

τc

)2
)

· cos
(

2πfc(TRx,r − TTx,i) + φmod,i(ρ)
)

+ exp

(

−π

2

(

TRx,r + TTx,i

τc

)2
)

· cos
(

2πfc(TRx,r + TTx,i) − φmod,i(ρ)
)

]

dρ . (5.3)

Since TRx,r ≫ τc, this can be reduced to

E
[

VLP,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

N
∑

i=1

exp

(

−π

2

(

TRx,r − TTx,i

τc

)2
)

·
∫ ∞

−∞
hLP(t − ρ)mmod,i(ρ) cos

(

2πfc(TRx,r − TTx,i) + φmod,i(ρ)
)

dρ . (5.4)

Obviously, the expected output signal of receiver r contains contributions from
all transmitters i. The significance of each contribution depends on the rela-
tion between TRx,r and TTx,i. When only the contribution of transmitter r
is supposed to be observable, one should obviously choose TRx,r = TTx,r and
∣

∣TRx,r − TTx,i

∣

∣ ≫ τc for i 6= r, resulting in

E
[

VLP,r(t)
]

≈
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hLP(t − ρ)mmod,i(ρ) cos

(

φmod,i(ρ)
)

dρ . (5.5)

Note that this expression is very similar to the result in the preceding chapter.
The only difference is the extra power loss due to the combining and splitting.
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5.2.3 Choosing the path delays

From the condition in the previous subsection it follows that the path de-
lays TTx,i in the transmitters should be chosen such that:

• each individual delay TTx,i should be much larger than τc;

• the mutual difference between any two delays TTx,i1 and TTx,i2 with i1 6=
i2 should be much larger than τc.

A straightforward choice is to set TTx,1 such that TTx,1 ≫ τc, and then choose
the other delays as integer multiples of TTx,1, so that

TTx,i = i · TTx,1 . (5.6)

From (5.3) it follows that the crosstalk due to residual coherence is worst for
receiver 1; in that case, there are 2N + 1 crosstalk terms with an amplitude

that is exp

(

−π

2

(

TTx,1

τc

)2
)

times smaller than the desired term. (All other

crosstalk terms are much smaller, and the other receivers have less than 2N +1
of such crosstalk terms.) Hence, the total crosstalk in each receiver is at least

− 20 log

(

(2N + 1) exp

(

−π

2

(

TTx,1

τc

)2
))

dB ≈

13.6

(

TTx,1

τc

)2
− 20 log(2N + 1) dB (5.7)

below the desired signal.

Example 5.1

So when TTx,1 is chosen as TTx,1 = 2τc (like in the previous chapter) and up to
16 channels are to be transmitted, one can show that the crosstalk is at least
24 dB below the desired signal. When TTx,1 = 3τc, the crosstalk is at least
92 dB below the desired signal.

When we choose TTx,1 = 3τc to be on the safe side, and we consider light
sources with a coherence time of 0.1 ps (like in Example 4.6) in a CM system
with 16 transmitters and waveguides with an effective index Neff in the order
of 1.5, then the path delays are multiples of 0.3 ps. The minimum and maximum
path length difference are given by

lTx,1 =
c0TTx,1

Neff
≈ 60 µm ,

lTx,16 = 16 lTx,1 ≈ 1 mm .

This can easily be fabricated in planar waveguide technology.
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5.2.4 Noise performance

The noise performance of the PA can be analyzed in a similar way as in Chap-
ter 4. The autocorrelation function of the output signal follows from (4.46):

RVLP,rVLP,r
(t1, t2) ≈ E

[

VLP,r(t1)
]

E
[

VLP,r(t2)
]

+
Z2

TIARpde

2LRx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

· E
[

Py(ρ) + Py(ρ − TRx)
]

dρ

+
Z2

TIAR2
pd

8L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r)

+ Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1)
}

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (5.8)

Using (5.2) one can find

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx,r)
]

≈ Px

2LTxLnw

N
∑

i=1

mmod,i(ρ) , (5.9)

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r) ≈

1

16L2
TxL

2
nw

{

4

N
∑

i1=1

N
∑

i2=1

mmod,i1(ρ1)mmod,i2(ρ1)
∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

+
N

∑

i=1

m2
mod,i(ρ1)

[

∣

∣Rx∗x(ρ2 − ρ1 − TTx,i)
∣

∣

2

+
∣

∣Rx∗x(ρ2 − ρ1 + TTx,i)
∣

∣

2
]

}

. (5.10)

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1) can also be found using (5.2), and
depends on the actual choice of the path delays. When the delays are chosen
as multiples of TTx,1 (as described in the previous section), then in practice
they will not be exact multiples but rather approximate multiples, in the sense
that

∣

∣TTx,i − i · TTx,1

∣

∣ ≪ τc , (5.11)
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so that one can find

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1) ≈

1

16L2
TxL

2
nw

N
∑

i=1

{

−2mmod,i(ρ1)Pmod,2r(ρ1)

·
[

∣

∣Rx∗x(ρ2 − ρ1 + TRx,r)
∣

∣

2
+

∣

∣Rx∗x(ρ2 − ρ1 − TRx,r)
∣

∣

2
]

· exp
(

j 2πfc(2TRx,r − TTx,2r) + jφmod,2r(ρ1)
)

+ mmod,i(ρ1)Pmod,2r−i(ρ1)
∣

∣Rx∗x(ρ2 − ρ1 + TRx,r − TTx,i)
∣

∣

2

· exp
(

j 2πfc(2TRx,r − TTx,i − TTx,2r−i)

+ jφmod,i(ρ1) + jφmod,2r−i(ρ1)
)

+ mmod,i(ρ1)Pmod,i−2r(ρ1)
∣

∣Rx∗x(ρ2 − ρ1 + TRx,r − TTx,i)
∣

∣

2

· exp
(

j 2πfc(2TRx,r − TTx,i + TTx,i−2r)

+ jφmod,i(ρ1) − jφmod,i−2r(ρ1)
)

+ mmod,i(ρ1)Pmod,i+2r(ρ1)
∣

∣Rx∗x(ρ2 − ρ1 + TRx,r + TTx,i)
∣

∣

2

· exp
(

j 2πfc(2TRx,r + TTx,i − TTx,i+2r)

− jφmod,r(ρ) + jφmod,i+2r(ρ1)
)}

. (5.12)

Due to production inaccuracies, the arguments of most of the complex expo-
nentials can be considered as random, since they constitute differences of delays
that are not related, hence resulting in a phase that can be considered as uni-
formly distributed. As a result, the summation of these complex exponentials
in practice results in a value that is on the average negligible to (5.10). This is
called phase-averaging [47].

The only term that does not disappear by phase-averaging is the one in
which only TRx,r and TTx,r occur as delays, since they have a known relation.
Hence, we find

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1) ≈
m2

mod,r(ρ1)

16L2
TxL

2
nw

∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

· exp
(

j 4πfc(TRx,r − TTx,r) + j 2φmod,r(ρ1)
)

. (5.13)

It can actually be shown that phase averaging will result in (5.13) for any
choice of the path delays, as long as they fulfill the two conditions that were
mentioned in the beginning of subsection 5.2.3.
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Substituting (5.9), (5.10) and (5.13) in (5.8) and using approximation (4.51)
again, we find

RVLP,rVLP,r
(t1, t2) ≈ E

[

VLP,r(t1)
]

E
[

VLP,r(t2)
]

+
Z2

TIARpdPxe

2LTxLRxLnw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

N
∑

i=1

mmod,i(ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

·
[

4

N
∑

i1=1

N
∑

i2=1

mmod,i1(ρ)mmod,i2(ρ) + 2

N
∑

i=1

m2
mod,i(ρ)

+ m2
mod,r(ρ) cos

(

4πfc(TRx,r − TTx,r) + 2φmod,r(ρ)
)

]

dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (5.14)

5.2.5 Digital transmission

When the PA is used for digital transmission in a similar way as described in
Section 4.7 (so with a rectangular symbol shape and matched filtering), the
expected value and variance of the detected samples in receiver r are given by

E
[

VLP,r(k Ts)
]

≈ ZTIARpdPx

4LTxLRxLnw
mr,k cos(φr,k) , (5.15)

σ2
VLP,r(k Ts)

= RVLP,rVLP,r
(k Ts, k Ts) − E2

[

VLP,r(k Ts)
]

≈ Z2
TIARpdPxe

2LTxLRxLnwTs

N
∑

i=1

mi,k

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nwTs

[

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k + 2

N
∑

i=1

m2
i,k + m2

r,k cos(2φr,k)

]

+
Z2

TIASth

Ts
, (5.16)

where all the transmitters have assumed to be bit-synchronized, for conve-
nience. (It is assumed that this does not significantly affect the results of the
performance analysis.)
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BPSK modulation

When BPSK modulation is applied (see Subsection 4.7.1) the conditional ex-
pected values and variances are given by

E
[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

= −E
[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

≈ ZTIARpdPx

4LTxLRxLnw
, (5.17)

σ2
0 = σ2

1 ≈ Z2
TIA

Ts

[

N RpdPxe

2LTxLRxLnw
+

(4N2 + 2N + 1)R2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

+ Sth

]

, (5.18)

where Ar,k is the k-th bit that is transmitted by transmitter r. As a result, the
SNR per symbol can be written as

γBPSK ,
E2

[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

2σ2
0

=
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (5.19)

where

γsn =
RpdPxTs

16N LTxLRxLnwe
, (5.20)

γbn =
Ts

(4N2 + 2N + 1)τc
, (5.21)

γtn =
R2

pdP 2
xTs

32L2
TxL

2
RxL

2
nwSth

. (5.22)

Following the theory in Subsection 4.7.1, the bit error probability is given by

Pe ≈ Q
(

√

2γBPSK

)

. (5.23)

Obviously, the performance degrades when the number of channels N increases,
because:

• the number of light waves that is detected in each photodiode increases
when N increases, such that the number of shot noise terms increases;

• the number of mutually incoherent light waves that are beating in the
receiver increases when N increases, such that the number of beat noise
terms increases;

• moreover, the larger the number of coherence modulators and demodu-
lators, the larger the intrinsic combining and splitting loss, such that the
received power per demodulator decreases.

Consequently, the bit rate Rb that can be achieved per channel at Pe = 10−9

(or γBPSK ≈ 18; see Example 4.7) also depends on N , and follows from the
above equations as

Rb =
1

Ts
= 1

18R2
pdP 2

x

[

(4N2 + 2N + 1)R2
pdP 2

x τc + 16N RpdPxLTxLRxLnwe

+ 32L2
TxL

2
RxL

2
nwSth

]−1
. (5.24)
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Example 5.2

Now consider a numerical example of a CM system consisting of N coherence
modulators and demodulators. Hence, the splitter and combiner both have an
intrinsic splitting and combining loss that equals the number of CM channels N .
When an excess loss of 0.1 dB per splitter/combiner is assumed, we have Lnw ≈
1.047N2. The remaining parameters are assumed to have the same values as in
Example 4.7. The corresponding bit rate Rb that can be achieved per channel
at Pe = 10−9 has been plotted as a function of the number of channels N
in Figure 5.2(a). In Figure 5.2(b), the corresponding SNRs are plotted as a
function of N . Obviously, shot noise and thermal noise hardly play a role in
this numerical example; the performance is mainly limited by beat noise. Note
that for N = 1, the values are the same as in in Example 4.7.

→ N
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80
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(a) Maximum bit rate per channel Rb

→ N

γ

[dB]
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20

40

60

0
2 4 6 8 12 14 16

(b) Signal-to-noise ratios

Figure 5.2: Maximum bit rate per channel Rb and corresponding signal-to-
noise ratios as a function of number of channels N in a PA with
BPSK modulation

A simulation has been run of a corresponding 2-channel PA in which bit pat-
terns ’01001101’ and ’00110100’ are transmitted at 25 Gbps. The corresponding
modulating signals are shown in Figure 5.3(a) and 5.3(c). The path delay dif-
ferences in the transmitters and receivers are chosen as TRx,1 = TTx,1 = 0.5 ps
and TRx,2 = TTx,2 = 1 ps. The resulting output signals are shown in Fig-
ure 5.3(b) and 5.3(d), where the circles denote the decision samples and the
dashed lines represent the theoretical expected values.

Obviously, the output signal of receiver 1 corresponds to the modulating
signal in transmitter 1 and the output signal of receiver 2 corresponds to the
modulating signal in transmitter 2: there is no visible crosstalk.

Actually, when a particular coherence modulator has no data to transmit, its
optical source should be switched off, so that it does not introduce beat noise
and shot noise in demodulators that receive other channels. Then the formulas
above can still be used, and N then represents the number of actually active
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→ t [ps]
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(b) Output signal of receiver 1
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(c) Modulating signal in transmitter 2
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(d) Output signal of receiver 2

Figure 5.3: Simulation results for a 2-channel PA using BPSK modulation
when bit patterns ’01001101’ and ’00110100’ are transmitted at
25 Gbps

channels, whereas the losses in the network Lnw depend on the intrinsic losses
in splitters and combiners, which are determined by the number of coherence
modulators and demodulators, no matter whether they are active or not.

Example 5.3

Now consider a numerical example of a CM system consisting of 16 coherence
modulators and demodulators. Hence, the splitter and combiner both have an
intrinsic splitting and combining loss of 12 dB. When an excess loss of 0.1 dB
per splitter/combiner is assumed, and the propagation and coupling losses are
neglected, we have Lnw ≈ 268. The remaining parameters are assumed to have
the same values as in Example 5.2.

As explained above, the performance of a particular receiver depends on
the number of active channels N . Consequently, the bit rate Rb that can be
achieved per channel at Pe = 10−9 also depends on N , and follows from (5.24).
This has been plotted as a function of N in Figure 5.4(a). In Figure 5.4(b),
the corresponding SNRs are plotted as a function of N .
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→ N

Rb,max

[Gbps]

↑

15

0
2 4

5

6 8

10

10 12 14 16

(a) Maximum bit rate per channel Rb
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Figure 5.4: Maximum bit rate per channel Rb and corresponding signal-to-
noise ratios as a function of number of active channels N in a PA
with 16 transmitters and receivers and BPSK modulation

Obviously, shot noise hardly plays a role in this numerical example. For large
values of N , the performance is mainly limited by beat noise, whereas for low
values of N , the performance is mainly limited by thermal noise. Note that for
N = 16, the values are the same as in Figure 5.2(a).

OOK modulation

In case of OOK modulation (see Subsection 4.7.2) the conditional expected
value of the detected samples are given by

E
[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

= 0 , (5.25)

E
[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

≈ ZTIARpdPx

4LTxLRxLnw
. (5.26)

A careful look at (5.16) reveals that the conditional variance of the detected
sample not only depends on the detected bit Ar,k, but also on the other bits Ai,k

with i 6= r. Actually, one can verify that the conditional variance at the
sampling instant k Ts depends on the value of Ar,k and the total number of
transmitters that are transmitting a binary one at time instant k Ts. When
we define N1 as the number of interfering transmitters that are transmitting a
binary one at time instant k Ts, or in mathematical form

N1 ,
N

∑

i=1
i6=r

mmod,i(k Ts) =

N
∑

i=1
i6=r

Ai,k , (5.27)
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then one can find

N
∑

i=1

m2
mod,i(k Ts) =

N
∑

i=1

mmod,i(k Ts) = N1 + Ar,k , (5.28)

N
∑

i1=1

N
∑

i2=1

mmod,i1(k Ts)mmod,i2(k Ts) = (N1 + Ar,k)2

= N2
1 + 2N1Ar,k + Ar,k , (5.29)

and the conditional variances of the detected samples can be written as

σ2
0,N1=n ≈ Z2

TIA

Ts

[

nRpdPxe

2LTxLRxLnw
+

(4n2 + 2n)R2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

+ Sth

]

, (5.30)

σ2
1,N1=n ≈ Z2

TIA

Ts

[

(n + 1)RpdPxe

2LTxLRxLnw
+

(4n2 + 10n + 7)R2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

+ Sth

]

. (5.31)

For given values of Ar,k and N1, the decision samples VLP,r(k Ts) can be as-
sumed to be Gaussian distributed as in (4.68) and (4.69). Hence, when bi-
nary ones and zeros occur with equal probability (so that N1 is binomially
distributed) and the decision threshold is chosen as

VTh = 1
2E

[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

, (5.32)

the total probability of bit error can be calculated as

Pe =

N−1
∑

n=0

Pe

[

N1 = n
]

·
[

Pe

[

VLP,r(k Ts) > VTh

∣

∣ Ar,k = 0, N1 = n
]

Pe

[

Ar,k = 0
]

+ Pe

[

VLP,r(k Ts) < VTh

∣

∣ Ar,k = 1, N1 = n
]

Pe

[

Ar,k = 1
]

]

≈
(

1
2

)N
N−1
∑

n=0

(

N − 1
n

)

[

Q

(
√

γOOK,0(n)

2

)

+ Q

(
√

γOOK,1(n)

2

)]

, (5.33)

where

γOOK,0(n) ,
E2

[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

2σ2
0,N1=n

≈ R2
pdP 2

xTs

[

(4n2 + 2n)R2
pdP 2

x τc

+ 16nRpdPxLTxLRxLnwe + 32L2
TxL

2
RxL

2
nwSth

]−1

, (5.34)
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γOOK,1(n) ,
E2

[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

2σ2
1,N1=n

≈ R2
pdP 2

xTs

[

(4n2 + 10n + 7)R2
pdP 2

x τc

+ 16(n + 1)RpdPxLTxLRxLnwe + 32L2
TxL

2
RxL

2
nwSth

]−1

. (5.35)

Example 5.4

Again consider a PA with 16 transmitters and receivers, like in Example 5.3,
but now with OOK modulation instead of BPSK modulation. When the same
parameter values are assumed, the maximum bit rate for Pe = 10−9 can again
be found as a function of the number of active channels N , using (5.33). Note
that this has to be done numerically. The results are shown in Figure 5.5,
together with the maximum bit rates for BPSK modulation.

OOK
BPSK

→ N

Rb,max

[Gbps]

↑

15

0
2 4

5

6 8

10

10 12 14 16

Figure 5.5: Maximum bit rate per channel Rb as a function of number of
active channels N in a PA with 16 transmitters and receivers for
BPSK and OOK modulation

As expected, the bit rate that can be achieved with OOK modulation is lower
than the bit rate that can be achieved with BPSK modulation.

A simulation has been run of a corresponding 16-channel PA with two
active transmitters, transmitting bit patterns ’01001101’ and ’00110100’ at
5 Gbps. The corresponding modulating signals are shown in Figure 5.6(a)
and 5.6(c). The path delay differences in the transmitters and receivers are
chosen as TRx,1 = TTx,1 = 0.5 ps and TRx,2 = TTx,2 = 1 ps. The resulting
output signals are shown in Figure 5.6(b) and 5.6(d), where the circles denote
the decision samples and the dashed lines represent the theoretical expected
values.

Obviously, the output signal of receiver 1 corresponds to the modulating
signal in transmitter 1 and the output signal of receiver 2 corresponds to the
modulating signal in transmitter 2: there is no visible crosstalk.
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→ t [ps]
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(b) Output signal of receiver 1
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mmod,2(t)
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(c) Modulating signal in transmitter 2

→ t [ps]

VLP,2(t)

[mV]

↑

0
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(d) Output signal of receiver 2

Figure 5.6: Simulation results for a 16-channel PA with two active transmit-
ters using OOK modulation when bit patterns ’01001101’ and
’00110100’ are transmitted at 5 Gbps

Traffic control

It has been found that the maximum bit rate that can be achieved in a PA
with N users, while keeping the bit error below 10−9, depends on the number of
users that are actually active. Hence, when a PA is designed to always operate
at the same bit rate, which is higher than the maximum bit rate for N active
users, then the bit error rate will obviously be higher than 10−9 in cases when
all N users are active at the same time. When the data is transmitted in
packets and the transmitters operate in burst mode, the CM system will operate
properly as long as only a few users transmit simultaneously. Packet errors
tend to occur when many users are active. If erroneous packets are simply
retransmitted, this might result in a network jam: users keep retransmitting
their packet but do not manage to transmit it correctly because too many users
are active. In such a case special measures are required in order to avoid or
recover from such a jam. In [66] some protocols are proposed and evaluated
for controlling the traffic in a PA. These will not be further considered here.
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5.2.6 Practical aspects

In Subsection 5.2.1 it was mentioned that the signals from the different trans-
mitters that are combined into the common fiber were assumed to have equal
power and equal polarization states. This is not very realistic, however.

Power differences

In practice there will at least be small differences in power between the signals
that are received from the different transmitters, due to differences in fiber
lengths and coupling differences. This is not really a problem however, as long
as the differences are small; it will merely result in some difference in SNR
between the different receivers. In case the difference is quite large, however,
the receiver demodulating a low-power channel will be more or less jammed
by the beat noise resulting from the interfering channels (similar to the near-
far effect in wireless communication). This is not a likely situation in short-
range applications, however, unless one of the fibers is damaged or not properly
coupled to an optical chip.

Polarization

The light waves at the input of the combiner in Figure 5.1 will in practice
have random polarization states, so that the signals of different transmitters
are more or less randomly distributed over the two polarization modes of the
common fiber. Since the two modes are orthogonal, light waves in different
modes do not beat, so that the beat noise power will in practice be lower than
what has been calculated in this section.

5.3 The single intrinsic reference ladder (SIRL) sys-
tem

5.3.1 Multiplexed signal

The intrinsic reference ladder (IRL) system that was proposed by Brooks et
al. [46] is actually similar to the PA. The only difference is that the IRL has
a common source, the power of which is distributed over the coherence modu-
lators using splitters. The input signals of the different coherence modulators
can be made mutually incoherent by inserting suitable delays. This will always
result in a lower transmitted power than in case of the PA, however, whereas
the beat noise performance will be approximately the same.

The beat noise performance can be improved, however, by letting all the
channels share the same reference light wave. This can be achieved by means of
the optical circuit in Figure 5.7, which is termed the single intrinsic reference
ladder (SIRL) system.
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x(t) y(t)

TTx,1

TTx,N

φmod,1(t)

φmod,N (t)

PM

PM

κκ

common

fiber

N -port N -port

splitter combiner

→ to receivers

Figure 5.7: Single intrinsic reference ladder (SIRL) system

Only PM is applied. The ratio between the power in the reference light wave
and the modulated light waves is controlled by the coupling constant κ, so that
each receiver receives a signal that can be written as:

y(t) =
1√

LTxLnw

[

(1 − κ)x(t) − κ

N

N
∑

i=1

x(t − TTx,i) exp
(

jφmod,i(t)
)

]

. (5.36)

Note that the excess losses of the splitter and combiner are not explicitly incor-
porated. They are assumed to have been incorporated in the excess loss LTx

of the total circuit and the coupling constant κ.

When the modulating signals φmod,i(t) have bandwidths that are much
smaller than 1/τc and the inverse of the delays, the autocorrelation function
of y(t) is given by

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

≈ 1

LTxLnw

{

(1 − κ)2Rx∗x(t2 − t1)

− κ(1 − κ)

N

N
∑

i=1

[

Rx∗x(t2 − t1 − TTx,i) exp
(

jφmod,i(t1)
)

+ Rx∗x(t2 − t1 + TTx,i) exp
(

−jφmod,i(t1)
)]

+
κ2

N2

N
∑

i1=1

N
∑

i2=1

Rx∗x(t2 − t1 + TTx,i1 − TTx,i2)

· exp
(

jφmod,i2(t1) − jφmod,i1(t1)
)

}

. (5.37)
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5.3.2 Output signal of balanced receiver

Using (4.45) and (5.37), the expected output signal of a balanced receiver r
with path delay TRx,r can be written as

E
[

VLP,r(t)
]

≈ −ZTIARpd

2LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

Ry∗y(ρ − TRx,r, ρ)
}

dρ

≈ ZTIARpdPx

LTxLRxLnw

∫ ∞

−∞
hLP(t − ρ)

·
{

−(1 − κ)2 exp

(

−π

2

(

TRx,r

τc

)2
)

cos(2πfcTRx,r)

+
κ(1 − κ)

N

N
∑

i=1

[

exp

(

−π

2

(

TRx,r − TTx,i

τc

)2
)

· cos
(

2πfc(TRx,r − TTx,i) + φmod,i(ρ)
)

+ exp

(

−π

2

(

TRx,r + TTx,i

τc

)2
)

· cos
(

2πfc(TRx,r + TTx,i) − φmod,i(ρ)
)

]

+
κ2

N2

N
∑

i1=1

N
∑

i2=1

exp

(

−π

2

(

TRx,r + TTx,i1 − TTx,i2

τc

)2
)

· cos
(

2πfc(TRx,r + TTx,i1 − TTx,i2)

+ φmod,i2(ρ) − φmod,i1(ρ)
)

}

dρ . (5.38)

Since TRx,r ≫ τc, this can be reduced to

E
[

VLP,r(t)
]

≈ ZTIARpdPx

LTxLRxLnw

∫ ∞

−∞
hLP(t − ρ)

·
[

κ(1 − κ)

N

N
∑

i=1

exp

(

−π

2

(

TRx,r − TTx,i

τc

)2
)

· cos
(

2πfc(TRx,r − TTx,i) + φmod,i(ρ)
)

+
κ2

N2

N
∑

i1=1

N
∑

i2=1

exp

(

−π

2

(

TRx,r + TTx,i1 − TTx,i2

τc

)2
)

· cos
(

2πfc(TRx,r + TTx,i1 − TTx,i2) + φmod,i2(ρ) − φmod,i1(ρ)
)

]

dρ . (5.39)
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Obviously, out of these N2+N terms, the only interesting term is the r-th term
in the first sum. It can be selected by setting TRx,r = TTx,r. The other ones are
suppressed when

∣

∣TRx,r−TTx,i

∣

∣ ≫ τc for i 6= r and
∣

∣TRx,r +TTx,i1−TTx,i2

∣

∣ ≫ τc

for any ii, i2. The resulting expected output signal is then

E
[

VLP,r(t)
]

≈ κ(1 − κ)ZTIARpdPx

N LTxLRxLnw

∫ ∞

−∞
hLP(t− ρ) cos

(

φmod,r(ρ)
)

dρ . (5.40)

5.3.3 Choosing the path delays

From the conditions in the previous subsection it follows that

• each individual delay TTx,i should be much larger than τc;

• the difference between any two delays TTx,i1 and TTx,i2 with i1 6= i2
should be much larger than τc;

• the mutual difference between any delay TTx,i1 on one hand and the
difference between any two delays TTx,i2 and TTx,i3 with i2 6= i3 on the
other hand should be much larger than τc.

A straightforward choice is to set TTx,1 such that TTx,1 ≫ τc, and then choose
the other delays as odd multiples of TTx,1, so that

TTx,i = (2i − 1)TTx,1 . (5.41)

(Note that in that case, the difference between any two different path delays is
an even multiple of TTx,1, so it is different from all the delays since all delays
are odd multiples of TTx,1.)

From (5.38) it follows that the crosstalk due to residual coherence is worst
for receiver 1. Assuming that κ is chosen in the order of κ ≈ 1/2 (we will
see later that this is indeed the case), there is one crosstalk term with an

amplitude that is N exp

(

−π

2

(

TTx,1

τc

)2
)

times smaller than the desired term,

and 3N − 3 crosstalk terms that are
1

N
exp

(

−π

2

(

TTx,1

τc

)2
)

times smaller

than the desired term. Hence, the total crosstalk in each receiver is at least

− 20 log

(

(

N + 3 − 3

N

)

exp

(

−π

2

(

TTx,1

τc

)2
))

dB ≈

13.6

(

TTx,1

τc

)2
− 20 log

(

N + 3 − 3

N

)

dB (5.42)

below the desired signal.
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Example 5.5

So when TTx,1 is chosen as TTx,1 = 2τc (like in the previous chapter) and up to
16 channels are to be transmitted, one can show that the crosstalk is at least
29 dB below the desired signal. When TTx,1 = 3τc, the crosstalk is at least
97 dB below the desired signal.

When we choose TTx,1 = 3τc to be on the safe side, and we consider light
sources with a coherence time of 0.1 ps (like in Example 4.6) in a SIRL system
with 16 channels and waveguides with an effective index Neff in the order of 1.5,
then the path delays are odd multiples of 0.3 ps. The minimum and maximum
path length difference are given by

lTx,1 =
c0TTx,1

Neff
≈ 60 µm ,

lTx,16 = (2 · 16 − 1)lTx,1 ≈ 1.9 mm .

This can still easily be fabricated in planar waveguide technology.

5.3.4 Noise performance

The autocorrelation function of the output signal follows from (5.8). Us-
ing (5.37) and applying phase-averaging, one can find

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx,r)
]

≈ Px

LTxLnw

[

(1 − κ)2 +
κ2

N

]

, (5.43)

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r) ≈
1

L2
TxL

2
nw

{

[

(1 − κ)4 +
2(1 − κ)2κ2

N

]

∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

+
κ2(1 − κ)2

N2

N
∑

i=1

[

∣

∣Rx∗x(ρ2 − ρ1 − TTx,i)
∣

∣

2

+
∣

∣Rx∗x(ρ2 − ρ1 + TTx,i)
∣

∣

2
]

+
κ4

N4

N
∑

i1=1

N
∑

i2=1

∣

∣Rx∗x(t2 − t1)
∣

∣

2

+
κ4

N4

N
∑

i1=1

N
∑

i2=1
i2 6=i1

∣

∣Rx∗x(t2 − t1 + TTx,i1 − TTx,i2)
∣

∣

2

}

, (5.44)

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1) ≈
κ2(1 − κ)2

N2L2
TxL

2
nw

∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

· exp
(

j 4πfc(TRx,r − TTx,r) + j 2φmod,r(ρ1)
)

. (5.45)
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Substituting these in (5.8) and using the approximation (4.51) again, we find

RVLP,rVLP,r
(t1, t2) ≈ E

[

VLP,r(t1)
]

E
[

VLP,r(t2)
]

+
Z2

TIARpdPxe

LTxLRxLnw

[

(1 − κ)2 +
κ2

N

] ∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

2L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

·
[

(1 − κ)4 +
4(1 − κ)2κ2

N
+

κ4(2N − 1)

N3

+
(1 − κ)2κ2

N2
cos

(

4πfc(TRx,r − TTx,r) + 2φmod,r(ρ)
)

]

dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (5.46)

5.3.5 Digital transmission using BPSK modulation

When BPSK modulation is applied as described in Subsection 4.7.1 (so with
a rectangular symbol shape and matched filtering), the conditional expected
values and variances of the detected samples in receiver r are given by

E
[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

= −E
[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

≈ κ(1 − κ)ZTIARpdPx

NLTxLRxLnw
, (5.47)

σ2
0 = σ2

1 ≈ Z2
TIA

Ts

{

RpdPxe

LTxLRxLnw

[

(1 − κ)2 +
κ2

N

]

+
R2

pdP 2
x τc

2L2
TxL

2
RxL

2
nw

[

(1 − κ)4 +
(4N + 1)(1 − κ)2κ2

N2

+
(2N − 1)κ4

N3

]

+ Sth

}

, (5.48)

where Ar,k is the k-th bit that is transmitted by transmitter r. As a result, the
SNR per symbol can be written as

γBPSK ,
E2

[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

2σ2
0

=
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (5.49)

where

γsn =
κ2(1 − κ)2RpdPxTs

2N
[

N(1 − κ)2 + κ2
]

LTxLRxLnwe
, (5.50)

γbn =
N κ2(1 − κ)2Ts

[

N3(1 − κ)4 + (4N2 + N)(1 − κ)2κ2 + (2N − 1)κ4
]

τc

, (5.51)
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γtn =
κ2(1 − κ)2R2

pdP 2
xTs

2N2L2
TxL

2
RxL

2
nwSth

. (5.52)

Following the theory in Subsection 4.7.1, the bit error probability is given by

Pe ≈ Q
(

√

2γBPSK

)

. (5.53)

The bit rate Rb that can be achieved per channel at Pe = 10−9 (or γBPSK ≈ 18,
see Example 4.7) follows from the above equations as

Rb =
1

Ts
= 1

18N κ2(1 − κ)2R2
pdP 2

x

·
{

[

N3(1 − κ)4 + (4N2 + N)(1 − κ)2κ2 + (2N − 1)κ4
]

R2
pdP 2

x τc

+ 2N2
[

N(1 − κ)2 + κ2
]

RpdPxLTxLRxLnwe

+ 2N3L2
TxL

2
RxL

2
nwSth

}−1

. (5.54)

Obviously, the performance of the SIRL system depends on the coupling co-
efficient κ, which determines the ratio between the reference carrier and the
modulated carriers. The performance is optimized by optimizing (5.49) with
respect to κ. In general this cannot be performed analytically.

Example 5.6

Now consider a numerical example of a SIRL system for N CM channels.
(Since the SIRL system has a common optical source for all the channels, the
performance of the system does not depend on the number of active channels.)
Hence, the splitter in the network has an intrinsic splitting loss that equals
the number of receivers N . When an excess loss of 0.1 dB is assumed, we
have Lnw ≈ 1.023N . The remaining parameters are assumed to have the same
values as in Example 5.2.

The bit rate Rb that can be achieved per channel at Pe = 10−9 has been
plotted as a function of the number of channels N in Figure 5.8(a), where for
each value of N , the maximum bit rate is numerically optimized with respect
to the coupling coefficient κ. In the same figure, the maximum bit rates are
plotted for the case that κ = 1/2. In Figure 5.8(b), the optimum value of κ has
been plotted as a function of the number of channels.

Obviously, the maximum bit rates that can be achieved with this SIRL
system are significantly enhanced by setting κ to its optimum value rather
than simply choosing κ = 1/2, especially for large values of N . The optimum
value of the coupling coefficient κ increases when the number of channels N
increases.

In Figure 5.8(c), the corresponding SNRs are plotted as a function of N
for κ = κopt. Obviously, the performance is still mainly limited by beat noise,
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→ N

Rb,max

[Gbps]

↑

κ = κopt

κ = 1/2

20

40

60

80

0
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(a) Maximum bit rate per channel Rb

→ N

κopt

↑

2 4 6 8 10 12 14 16

0.5

0.6

0.7

(b) Optimized coupling coefficient κ

→ N

γ

[dB]

↑

γsn

γbn

γtn

10

20

40

60

0
2 4 6 8 12 14 16

(c) Signal-to-noise ratios for κ = κopt

Figure 5.8: Maximum bit rate per channel Rb, optimized coupling coeffi-
cient κ and corresponding signal-to-noise ratios as a function of
number of channels N in a SIRL system with BPSK modulation

like in Example 5.2. Note that for N = 1, the values are the same as in in
Example 4.7 and 5.2.

A simulation has been run of a corresponding 2-channel SIRL system in
which bit patterns ’01001101’ and ’00110100’ are transmitted at 40 Gbps. The
corresponding modulating signals are shown in Figure 5.9(a) and 5.9(c). The
path delay differences in the transmitters and receivers are chosen as TRx,1 =
TTx,1 = 0.5 ps and TRx,2 = TTx,2 = 1.5 ps, and the coupling coefficients are set
to κ = 1/2. The resulting output signals are shown in Figure 5.9(b) and 5.9(d),
where the circles denote the decision samples and the dashed lines represent
the theoretical expected values.

Obviously, the output signal of receiver 1 corresponds to the modulating
signal in transmitter 1 and the output signal of receiver 2 corresponds to the
modulating signal in transmitter 2: there is no visible crosstalk.
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→ t [ps]

π

φmod,1(t)

[rad]

↑

0
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(a) Modulating signal in transmitter 1
→ t [ps]

VLP,1(t)

[V]

↑

0

0
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(b) Output signal of receiver 1

→ t [ps]

π

φmod,2(t)

[rad]

↑

0
0 50 100 200150

(c) Modulating signal in transmitter 2
→ t [ps]

VLP,2(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6
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(d) Output signal of receiver 2

Figure 5.9: Simulation results for a 2-channel SIRL system using BPSK mod-
ulation when bit patterns ’01001101’ and ’00110100’ are transmit-
ted at 40 Gbps

The great advantage of the SIRL system with respect to the PA is that it
can result in a significantly higher signal-to-beat noise ratio. In cases where
beat noise determines the performance of the system, we have γBPSK ≈ γbn so
that the performance can be analytically optimized by optimizing (5.51) with
respect to κ, resulting in

κopt =
N

N + 4√2N2 − N
(5.55)

γbn,max =
Ts

(

4N + 1 + 2
√

2N2 − N
)

τc

(5.56)

Comparing this to (5.21), it is obvious that the signal-to-beat noise ratio of the
optimized SIRL system is superior to the signal-to-beat noise ratio of the PA,
especially for large numbers of channels N . This explains why the maximum
bit rates in Example 5.6 were so much higher than the ones in Example 5.2.
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5.4 The discontinuous series (DS) system

5.4.1 Multiplexed signal

The discontinuous series (DS) system also has a common source, and is con-
structed by serially cascading two-arm coherence modulators, as illustrated in
Figure 5.10.

x(t) y(t)

TTx,1 TTx,N

φmod,1(t) φmod,N (t)

PMPM

common
fiber

transmitter 1 transmitter N

N transmitters
→ to receivers

Figure 5.10: Discontinuous series (DS) system

Only PM is applied. Each receiver receives a signal that can be written as:

y(t) =
1

2N

√

LN
TxLnw

1
∑

i1=0

· · ·
1

∑

iN=0

x

(

t −
N

∑

k=1

ikTTx,k

)

· exp

{

j i1

[

π + φmod,1

(

t −
N

∑

k=2

ikTTx,k

)]

+ j i2

[

π + φmod,2

(

t −
N

∑

k=3

ikTTx,k

)]

+ . . . + j iN

[

π + φmod,N (t)
]

}

. (5.57)

Note that —in case the coherence modulators are connected by fibers— the
optical circuits need to be polarization independent, unless polarization main-
taining fiber (PMF) is used. Otherwise, the coherence modulators need to be
integrated on a single optical chip.
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The autocorrelation function of y(t) is given by

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

≈ 1

4NLN
TxLnw

1
∑

i1=0

· · ·
1

∑

iN=0

1
∑

j1=0

· · ·
1

∑

jN=0

Rx∗x

(

t2 − t1 +

N
∑

k=1

(ik − jk)TTx,k

)

· exp

{

−j i1

[

π + φmod,1

(

t1 −
N

∑

k=2

ikTTx,k

)]

+ j j1

[

π + φmod,1

(

t2 −
N

∑

k=2

jkTTx,k

)]

− j i2

[

π + φmod,2

(

t1 −
N

∑

k=3

ikTTx,k

)]

+ j j2

[

π + φmod,2

(

t2 −
N

∑

k=3

jkTTx,k

)]

+ . . . − j iN

[

π + φmod,N (t1)
]

− j jN

[

π + φmod,N (t2)
]

}

. (5.58)

5.4.2 Output signal of balanced receiver

Using (4.45) and (5.58), the expected output signal of a balanced receiver r
with path delay TRx,r can be written as

E
[

VLP,r(t)
]

≈ −ZTIARpd

2LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

Ry∗y(ρ − TRx,r, ρ)
}

dρ

≈ − ZTIARpdPx

4NLN
TxLRxLnw

·
1

∑

i1=0

· · ·
1

∑

iN=0

1
∑

j1=0

· · ·
1

∑

jN=0

exp



− π

2τ2
c

(

TRx,r +
N

∑

k=1

(ik − jk)TTx,k

)2



·
∫ ∞

−∞
hLP(t − ρ) cos

[

(i1 − j1 + i2 − j2 + . . . + iN − jN )π

+ i1 φmod,1

(

ρ − TRx,r −
N

∑

k=2

ikTTx,k

)

− j1 φmod,1

(

ρ −
N

∑

k=2

jkTTx,k

)

+ i2 φmod,2

(

ρ − TRx,r −
N

∑

k=3

ikTTx,k

)

− j2 φmod,2

(

ρ −
N

∑

k=3

jkTTx,k

)

+ . . . + iN φmod,N (ρ − TRx,r) − jN φmod,N (ρ)

]

dρ . (5.59)
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Now the delays need to be chosen such that —for each value of r— φmod,r(t)
is the only modulating signal that becomes observable in this expected output
signal. For the DS system this is actually a far more complicated problem than
for the PA and SIRL system. By carefully inspecting (5.59), one can derive
that the following two conditions have to be satisfied:

• The relations between the delays should be chosen such that the value of
∣

∣

∣

∣

∣

TRx,r +

N
∑

k=1

(ik − jk)TTx,k

∣

∣

∣

∣

∣

– is much smaller than τc if and only if ik = jk for all k 6= r, ir = 0
and jr = 1. (This can simply be done by setting TRx,r = TTx,r);

– is much larger than τc in all other cases.

• The actual sizes of the delays should be much smaller than the inverse
bandwidth of the modulating signal, such that for example the last two
terms in the cosine in (5.59) indeed cancel each other when iN = jN .

If the first condition is not satisfied, crosstalk will occur in a similar way as
described for the PA and SIRL system. If the second condition is not satisfied,
crosstalk will occur due to the fact that terms that are supposed to cancel each
other, are slightly shifted in time with respect to each other.

When the conditions are satisfied (we will come back to this in the next
subsection), however, we can write (5.59) as

E
[

VLP,r(t)
]

≈ ZTIARpdPx

4NLN
TxLRxLnw

1
∑

i1=0

· · ·
1

∑

ir−1=0

1
∑

ir+1=0

· · ·
1

∑

iN=0

∫ ∞

−∞
hLP(t − ρ)

· cos

[

φmod,r

(

ρ −
N

∑

k=r+1

ikTTx,k

)]

dρ . (5.60)

This actually reveals a disadvantage of the DS system: the output signal does
not simply contain just one term —like is the case for the PA and SIRL
system— but rather 2N−1 terms, which can be reduced to 2N−r terms that
are time-shifted with respect to each other. This generally results in a distor-
tion of the output signal.

This phenomena can also be explained by means of Figure 5.10. Consider
the light wave that travels the upper path in all the coherence modulators, and
the light wave that travels the upper path in all coherence modulators except
the r-th one, where it travels the lower path. Together they form a pair with a
mutual path delay of TTx,r; hence receiver r converts this pair in a contribution
to the output signal in which φmod,r(t) appears. (This corresponds to the first
term in (5.60).) Then consider the light wave that travels the lower path in
all coherence modulators, and the light wave that travels the lower path in all
coherence modulators except the r-th one, where it travels the upper path.
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Together they form a pair that also has an internal delay of TTx,r, but it is
delayed with respect to the other pair. Hence, this pair is also converted in
a contribution to the output signal (it actually corresponds to the last term
in (5.60)), but it is delayed with respect to the first contribution. Note that the
amount of time shift only depends on the difference in delay that is encountered
after modulation. The maximum time shift between these contribution occurs
in receiver 1 and is given by

∆Tmax =

N
∑

k=2

TTx,k . (5.61)

Hence, the distortion can only be neglected when this value is much smaller
than the inverse of the bandwidth of the modulating signals. (Note that this
implies that the largest delay value should actually be assigned to TTx,1.) In
that case, the expected output signal can be simplified to

E
[

VLP,r(t)
]

≈ ZTIARpdPx

2N+1LN
TxLRxLnw

∫ ∞

−∞
hLP(t − ρ) cos

(

φmod,r(ρ)
)

dρ . (5.62)

5.4.3 Choosing the path delays

As already mentioned in the previous section, the problem of choosing the
suitable delay values for the DS system is far from straightforward. First a
suitable value for TTx,1 should be chosen based on crosstalk considerations.
Without going into detail about this, we will for convenience assume that it
suffices to set TTx,1 = 3τc, like we found for the PA and SIRL system.

Then the other delays can be chosen as suitable integer multiples of TTx,1,
in such a way that the conditions mentioned in the previous subsection are
met. This is actually a purely mathematical problem, which has been studied
by Blœtekjær et al. [67]. They designed procedures for choosing the path de-
lays based on different criteria like minimizing the value of the largest delay,
minimizing the sum of all the delays and minimizing the ratio between mini-
mum and maximum delay. Here we will consider the solution for the minimum
sum of the delays, since this will actually result in the minimum distortion.
This prescribes the delays to be chosen according to the following recursive
equation [67]

TTx,i = TTx,i−1 + TTx,1 +

i−1
∑

k=1

TTx,k , (5.63)

or in closed form

TTx,i =
TTx,1√

5





(

3 +
√

5

2

)i

−
(

3 −
√

5

2

)i


 ≈ 0.447 · 2.62i TTx,1 , (5.64)

where i > 1.
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Another advantage of this solution with respect to the other solutions that
were proposed in [67] is that the individual delays do not depend on the total
number of channels N , so that an existing DS system with minimal sum of
the delays can be extended by one coherence modulator without changing the
values of the present coherence modulators, whilst still keeping the sum of the
delays minimal.

The values for the first 16 delays are given in Table 5.1 where they are
compared to the values that can be used for the PA and SIRL system.

Table 5.1: Required delay values for the parallel array (PA) single intrinsic
reference ladder (SIRL) system and discontinuous series (DS) sys-
tem

i
TTx,i/TTx,1 i

TTx,i/TTx,1

PA SIRL DS PA SIRL DS
1 1 1 1 9 9 17 2584
2 2 3 3 10 10 19 6765
3 3 5 8 11 11 21 17711
4 4 7 21 12 12 23 46368
5 5 9 55 13 13 25 121393
6 6 11 144 14 14 27 317811
7 7 13 377 15 15 29 832040
8 8 15 987 16 16 31 2178309

Obviously, the required delay values increase very rapidly (exponentially) with
increasing number of channels N .

Example 5.7

When we choose TTx,1 = 3τc, and we consider light sources with a coherence
time of 0.1 ps (like in Example 4.6) in a DS system with 16 transmitters and
waveguides with an effective index Neff in the order of 1.5, then the path
delays are multiples of 0.3 ps, chosen according to Table 5.1. The minimum
and maximum path length difference are given by

lTx,1 =
c0TTx,1

Neff
≈ 60 µm ,

lTx,16 = 2178309 lTx,1 ≈ 131 m .

Obviously, the last one is not a practical value for being realized on an optical
integrated circuit. If the path length differences are to be kept below a bound
of say 1 cm, then it follows from Table 5.1 that at most 6 channels can be
supported by the DS system.

Now consider the distortion in the output signal. As mentioned in the
previous subsection, it can be minimized by assigning the largest delay value
to TTx,1. In that case, the maximum delay spread in the output signal follows
from (5.61) and is given in Table 5.2 as a function of the number of channels N .
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Table 5.2: Maximum delay spread in the output signal of the DS system

i ∆Tmax

1 0 ps
2 0.3 ps
3 1.2 ps
4 3.6 ps
5 9.9 ps
6 26.4 ps

5.4.4 Noise performance

For convenience, it will be assumed that only a few users are supported, so that
the maximum delay spread can be kept much smaller than the inverse band-
width of the modulating signals. Hence, we can simplify Ry∗y(t1, t2) in (5.58)
to

Ry∗y(t1, t2) ≈

1

4NLN
TxLnw

1
∑

i1=0

· · ·
1

∑

iN=0

1
∑

j1=0

· · ·
1

∑

jN=0

Rx∗x

(

t2 − t1 +

N
∑

k=1

(ik − jk)TTx,k

)

· exp

[

−j

N
∑

k=1

(ik − jk)
(

π + φmod,k(t1)
)

]

. (5.65)

Now the autocorrelation function of the output signal follows from (5.8). Us-
ing (5.65) and applying phase-averaging, one can find

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx,r)
]

≈ Px

2NLN
TxLnw

, (5.66)

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r) ≈
1

8NL2N
Tx L2

nw

·
1

∑

i1=0

· · ·
1

∑

iN=0

1
∑

j1=0

· · ·
1

∑

jN=0

∣

∣

∣

∣

∣

Rx∗x

(

ρ2 − ρ1 +

N
∑

k=1

(ik − jk)TTx,k

)∣

∣

∣

∣

∣

2

2









N
∑

k=1

|ik − jk|








, (5.67)

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1) ≈
1

4N+1L2N
Tx L2

nw

∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

· exp
(

j 4πfc(TRx,r − TTx,r) + j 2φmod,r(ρ1)
)

. (5.68)
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Substituting these in (5.8) and using the approximation (4.51) again, we find

RVLP,rVLP,r
(t1, t2) ≈ E

[

VLP,r(t1)
]

E
[

VLP,r(t2)
]

+
Z2

TIARpdPxe

2NLN
TxLRxLnw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

22N+3L2N
Tx L2

RxL
2
nw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

·
[

4
(

3
2

)N
+ cos

(

4πfc(TRx,r − TTx,r) + 2φmod,r(ρ)
)]

dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (5.69)

5.4.5 Digital transmission using BPSK modulation

When BPSK modulation is applied as described in Subsection 4.7.1 (so with
a rectangular symbol shape and matched filtering), the conditional expected
values and variances of the detected samples in receiver r are given by

E
[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

= −E
[

VLP,r(k Ts)
∣

∣ Ar,k = 1
]

≈ ZTIARpdPx

2N+1LN
TxLRxLnw

, (5.70)

σ2
0 = σ2

1 ≈ Z2
TIA

Ts

{

RpdPxe

2NLN
TxLRxLnw

+
R2

pdP 2
x τc

22N+3L2N
Tx L2

RxL
2
nw

[

4
(

3
2

)N
+ 1

]

+ Sth

}

, (5.71)

where Ar,k is the k-th bit that is transmitted by transmitter r. As a result, the
SNR per symbol can be written as

γBPSK ,
E2

[

VLP,r(k Ts)
∣

∣ Ar,k = 0
]

2σ2
0

=
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (5.72)

where

γsn =
RpdPxTs

2N+3 LN
TxLRxLnwe

, (5.73)

γbn =
Ts

[

4
(

3
2

)N
+ 1

]

τc

, (5.74)

γtn =
R2

pdP 2
xTs

22N+3L2N
Tx L2

RxL
2
nwSth

. (5.75)

Following the theory in Subsection 4.7.1, the bit error probability is given by

Pe ≈ Q
(

√

2γBPSK

)

. (5.76)
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The bit rate Rb that can be achieved per channel at Pe = 10−9 (or γBPSK ≈ 18,
see Example 4.7) follows from the above equations as

Rb =
1

Ts
= 1

18R2
pdP 2

x

{

[

4
(

3
2

)N
+ 1

]

R2
pdP 2

x τc + 2N+3 RpdPxLN
TxLRxLnwe

+ 22N+3L2N
Tx L2

RxL
2
nwSth

}−1
. (5.77)

Obviously, the performance of the DS system degrades rapidly with increasing
number of channels N .

Example 5.8

Now consider a numerical example of a DS system for N channels. (Since the
DS system has a common optical source for all the channels, the performance of
the system does not depend on the number of active channels.) All parameters
are assumed to have the same values as in Example 5.6. Hence, it follows from
Example 5.7 that the number of channels is limited to 6, due to the restricted
delay values that can be fabricated.

The bit rate Rb that can be achieved per channel at Pe = 10−9 has been
plotted as a function of the number of channels N in Figure 5.11(a).
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(a) Maximum bit rate per channel Rb
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(b) Signal-to-noise ratios

Figure 5.11: Maximum bit rate per channel Rb and corresponding signal-
to-noise ratios as a function of number of channels N in a DS
system with BPSK modulation

Note that these maximum bit rates have been derived assuming that the dis-
tortion due to delay spread in the output signal could be neglected. From
Table 5.2 it follows, however, that although the bit times corresponding to the
bit rates in Figure 5.11(a) are larger than the delay spreads in Table 5.2, the
delay spread is not negligible. Hence, some intersymbol interference (ISI) will
occur, so that the bit rates that can be achieved in practice are a bit smaller
than the ones that are given in Figure 5.11(a). This will not be considered in
further detail.
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In Figure 5.11(b), the corresponding SNRs are plotted as a function of N .
Obviously, the performance is mainly limited by beat noise for N < 6; thermal
noise becomes significant only when N = 6. Note that for N = 1, the values
are the same as in in Example 4.7.

A simulation has been run of a corresponding 2-channel DS system in which
bit patterns ’01001101’ and ’00110100’ are transmitted at 50 Gbps. The cor-
responding modulating signals are shown in Figure 5.12(a) and 5.12(c). The
path delay differences in the transmitters and receivers are chosen as TRx,1 =
TTx,1 = 0.5 ps and TRx,2 = TTx,2 = 10 ps. TTx,2 has deliberately been cho-
sen in the same order of magnitude as the symbol time Ts (20 ps) in order
to illustrate the distortion effect. The resulting output signals are shown in
Figure 5.12(b) and 5.12(d), where the circles denote the decision samples, the
dashed lines represent the theoretical expected values and the dotted line are
the theoretical expected values that would have applied in case TTx,2 had been
much smaller than Ts.
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(b) Output signal of receiver 1
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(d) Output signal of receiver 2

Figure 5.12: Simulation results for a 2-channel DS system using BPSK mod-
ulation when bit patterns ’01001101’ and ’00110100’ are trans-
mitted at 50 Gbps
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Obviously, the output signal of receiver 1 corresponds to the modulating signal
in transmitter 1 and the output signal of receiver 2 corresponds to the mod-
ulating signal in transmitter 2. In both cases, an initial transient occurs due
to the fact that the source is only turned on at t = 0, which is observable
in this case due to the relatively large value of TTx,2. The output signal of
receiver 2 remains undistorted after the initial transient, but the output signal
of receiver 1 is significantly distorted due to the relatively large value of TTx,2.

5.5 Comparison

In the previous three sections three different system topologies for performing
CM have been explained. Moreover their noise performances have been ana-
lyzed. In this section these three alternatives will be compared with respect to
both the theoretical noise performance as well as some practical aspects.

5.5.1 Modulation formats

The PA has the most possibilities as far as modulation formats are concerned.
Either phase modulation (PM) or intensity modulation (IM) can be performed,
the latter either by direct or external modulation. Direct modulation implies
that the emitted intensity of the source is modulated by directly modulating the
source current. This has the advantage of not requiring any additional optical
components for performing the modulation, and it has the disadvantage that
—especially in case of broadband sources— the modulation bandwidths are
limited to values in the order of a few hundred MHz [49]. The alternative is
to apply external modulation. This can be performed by inserting an intensity
modulator in either of the following three positions:

• between the source and the MZI;

• in one of the MZI arms;

• between the MZI and the transmission fiber.

There are two reasons why the second option might not be very desirable:

• When only the light through one of the MZI arms is modulated, the
coherence modulator will always contribute to beat noise in the receiver,
no matter whether a binary one or binary zero is transmitted. Hence,
the resulting average bit error rate will be higher than in the case where
the light through both MZI arms is modulated;

• When the modulator and the MZI are realized in different technologies,
integrating the two functions into one device might be more complicated
than realizing them separately and cascading them. (A successful inte-
gration in one technology would be the least expensive solution, however.)
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The other two options result in approximately the same output signal, provided
that the path delay of the MZI is much smaller than the inverse bandwidth of
the modulating signal mmod(t). (Otherwise, the output signal in case of the
third option would be proportional to

√

mmod(t)mmod(t − TTx) rather than
mmod(t), resulting in some distortion.)

Although the SIRL system has only been considered for PM, it is actually
possible to use IM. This can however only be performed by external modulation,
by putting intensity modulators in the lower N waveguides of the MZI. The
reason for this is the fact that the reference light wave is shared by all the
channels, so modulating it would modulate all the channels simultaneously.

The DS system can only be used when PM is applied, since all the light wave
paths go through all the coherence modulators, so modulating the intensity in
one coherence modulator would modulate all the channels simultaneously.

5.5.2 Noise performance

The three multiplexing topologies can be compared with respect to noise per-
formance by considering the equations for the SNRs (for BPSK modulation)
in the preceding three sections. It should be noted that the losses in the net-
work Lnw are larger for the PA than for the SIRL system and DS system.
Obviously, the relation between the performances of the different systems de-
pends on the parameter values, especially on the number of the channels N .
The performance of the DS system, for example, degrades very rapidly with
increasing number of channels N , whereas the performance of the SIRL system
degrades much slower with increasing N . Moreover, the DS system suffers from
an inherent distortion, as described in Subsection 5.4.2.

Example 5.9

An easy comparison is made by considering the examples that were discussed in
the previous three sections. In Figure 5.13 the results for BPSK modulation are
combined in one graph. It shows the maximum bit rate that can be achieved
at a bit error rate of 10−9 for the PA, SIRL system and DS system. In case of
the SIRL system, the coupling coefficient κ has been optimized for each value
of N .

Obviously, the DS system performs best for low number of channels N
(N < 5 in this case), whereas the SIRL system performs best for large number of
channels N (N ≥ 5 in this case). The SIRL system always performs better than
the PA. In this particular example, all presented systems are mainly limited by
beat noise.

5.5.3 Flexibility

A drawback of the SIRL system is that the transmitters need to be localized
on a single optical chip, so that it can only be applied in network structures
where the channels that are to be multiplexed are available in a single node.
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Figure 5.13: Maximum bit rate per channel Rb as a function of number of
channels N in a PA, SIRL system and DS system with BPSK
modulation

In a passive optical network (PON), for example, the SIRL system can only be
used for the downstream channels and not for the upstream.

The PA and DS system provide more flexibility in locating the transmitters,
since they are realized in distinct coherence modulators. The PA can be used
in a star topology and the DS system is restricted to a bus topology.

Adding channels is not equally difficult for each alternative. For the DS
system for example, adding a channel simply requires breaking the connection
somewhere in the series connection of the coherence modulators, and then in-
serting another coherence modulator. In case of the PA, coherence modulators
and demodulators can be added as long as the splitters and combiners in the
network provide enough ports. For the SIRL system, adding channels involves
replacing the entire chip.

The PA is also most flexible in the sense that channels can be easily switched
off, hence reducing the amount of beat noise in the receivers and creating an
opportunity to increase the bit rates of the remaining channels.

Capacity could be allocated non-uniformly by increasing the transmitted
powers of a node that is supposed to transmit at a higher rate than the others.
This is not further analyzed in detail.

5.5.4 Complexity

As far as circuit complexity is involved, the PA and DS system are obviously
simpler than the SIRL system, although the realizability of the coherence mod-
ulators for the DS system can become an issue when a large number of channels
is to be multiplexed, due to the large delay values that are required (see Exam-
ple 5.7). Moreover the coherence modulators in a DS system need to be either
polarization independent or connected by PMF, unless all coherence modula-
tors are integrated together on one single optical chip.
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5.5.5 Balancing

In the analysis it had been assumed that the balanced receiver produces a
current that is perfectly proportional to the beating product of the light waves
in the upper and lower branch of the receiver’s MZI. This requires the optical
coupler to be perfectly balanced and the photodiodes to be perfectly identical,
as discussed in Section 4.8.3. When this is not the case, however, the output
current of the balanced receiver will contain undesired terms that correspond
to the individual powers of the light waves in the upper and lower arm of the
MZI. The significance of these terms is different for each multiplexing topology,
as it depends on the ratio between the common terms and the difference terms
of the photodiode currents. For a system that is perfectly balanced this ratio
can be expressed as:

η =
E

[

Pz1
+ Pz2

]

max

E
[

Pz1
− Pz2

]

max

=
2E

[

Py

]

max

Re
{

Ry∗y(t − TRx,r, t)
}

max

. (5.78)

where (4.30) and (4.31) were used in the last step. From (5.2), (5.37) and (5.58)
it follows that

η =















2N , for the PA,
1 − κ

κ
N +

κ

1 − κ
, for the SIRL system,

2 , for the DS system.

(5.79)

Obviously, the significance of the common terms does not depend on the num-
ber of channels N in case of the DS system, whereas it linearly increases with
N for both the PA and the SIRL system. Hence, the PA and SIRL system
become increasingly vulnerable to receiver imbalances when N increases.

This can also be translated into a requirement on the common-mode rejection
ratio (CMRR) of the photodiode pair, which is defined as the ratio between
the differential gain and the common-mode gain. For a photodiode pair with
responsivities Rpd,1 and Rpd,2 this becomes

CMRR =

(

Rpd,1 + Rpd,2

2(Rpd,1 − Rpd,2)

)2
. (5.80)

It can be proven that the signal-to-crosstalk ratio (SXR, the power ratio of the
desired terms and the common terms) can be written as

SXR ,





(Rpd,1 + Rpd,2)Re
{

Ry∗y(t − TRx,r, t)
}

max

2(Rpd,1 − Rpd,2)E
[

Py

]

max





2

=
4CMRR

η2
. (5.81)
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Example 5.10

Suppose the SXR is required to be at least 20 dB, so that it does not signifi-
cantly affect the bit rate that can be achieved at Pe = 10−9. Then it follows
from (5.79) and (5.81) that the CMRR should be at least 20 dB in case of a
DS system (irrespective of the number of channels N), and for a PA the CMRR
should be at least 20 + 20 log(N) dB, so 20 dB for N = 1 and an additional
6 dB every time the number of channels doubles.

5.5.6 Robustness

From a cost point of view it might be seen as an advantage that the SIRL system
and DS system require only one common light source for all the transmitted
channels, whereas the PA requires one light source for each channel.

Note, however, that a light source —being an active device— is a typical
component that might break down during operation. Hence, the single light
source in the SIRL system and DS system can be considered as what is called a
single point of failure. That is, a breakdown of the light source causes the entire
network to be shut down, whereas in the PA, a failing light source only causes
one channel to be extinguished. The robustness of the SIRL and DS system
can be improved by inserting a backup light source at the (so far) unused lower
input port of the left MZI in Figure 5.7 and 5.10.

The DS system is most vulnerable because any broken connection in the
series connection of the coherence modulators will shut down the network.

5.6 Conclusion

Three coherence multiplexing topologies were explained, analyzed and com-
pared in this chapter. Each topology turned out to have its advantages and
disadvantages. Choice for a particular topology depends on several criteria like
number of channels, location of the transmission units, frequency and band-
width of the signals to be transported and allowed system complexity. For a
large number of channels the SIRL system shows a superior noise performance
with respect to the PA and DS system. The PA is a more universally applicable
topology, however, since it provides more flexibility in locating the transmis-
sion units. Therefore, the analyzes that are presented in the remainder of this
thesis will generally be based on a PA topology, although the derivations will
be presented in such a way that results can easily be converted in order to
apply to other topologies.

Part of the results that have been presented in this chapter were published
in [68].
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Chapter 6

Receiver output stabilization
by phase diversity

6.1 Introduction

In the previous two chapters the basic coherence modulation and demodulation
concept and the three multiplexing topologies have been discussed, where the
receiver was assumed to be a simple balanced receiver. Basically, the main
idea is that channels are suppressed when the corresponding transmitter and
receiver have delays with a mutual difference that is much larger than the coher-
ence time, whereas a channel is selected when the delays of the corresponding
transmitter and receiver are the same.

In Section 4.8.2 it has already been noted that precisely matching the delays
of a transmitter and (balanced) receiver (so that the optical phases of the
interfering light waves are synchronized, resulting in stable output signal) might
not be so straightforward. This will be explained in further detail in the next
section. In Section 6.3 two existing solutions for stabilizing the receiver’s output
signal are described, which are based on optical phase synchronization and self-
heterodyning, respectively. The disadvantages of these solutions are that they
require an external feedback loop and an optical frequency shifter, respectively.
In Section 6.4 a new CM detection principle is introduced based on optical
phase diversity, which requires neither a feedback loop nor an optical frequency
shifter. Several alternatives will be discussed, based on different optical hybrids
and different modulation formats. In Section 6.5 the performances of these
alternatives will be analyzed and compared.

6.2 Phase sensitivity issue

For a PA consisting of N transmitters and N balanced receivers, the output
signal of the low-pass filter in receiver r is given by (5.4), which is repeated

123
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here for convenience:

E
[

VLP,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

N
∑

i=1

exp

(

−π

2

(

TRx,r − TTx,i

τc

)2
)

·
∫ ∞

−∞
hLP(t − ρ)mmod,i(ρ) cos

(

2πfc(TRx,r − TTx,i) + φmod,i(ρ)
)

dρ . (6.1)

When all delays are spaced apart much more than a coherence time τc (so
∣

∣TTx,i − TTx,j

∣

∣ ≫ τc for i 6= j), and when receiver r is approximately matched

to transmitter r (so
∣

∣TRx,r − TTx,r

∣

∣ < τc), all exponentials go to zero, except
the one with i = r. This results in

E
[

VLP,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw
exp

(

−π

2

(

TRx,r − TTx,r

τc

)2
)

·
∫ ∞

−∞
hLP(t − ρ)mmod,r(ρ) cos

(

2πfc(TRx,r − TTx,r) + φmod,r(ρ)
)

dρ . (6.2)

Obviously, the values of TRx,r and TTx,r should at least match on a coherence
time scale (

∣

∣TRx,r − TTx,r

∣

∣ ≪ τc) such that interference occurs. We can then
write

E
[

VLP,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hLP(t − ρ)mmod,r(ρ)

· cos
(

2πfc(TRx,r − TTx,r) + φmod,r(ρ)
)

dρ . (6.3)

From this expression it follows that, even when
∣

∣TRx,r − TTx,r

∣

∣ ≪ τc, the
observability of the modulating signal is still sensitive to small mismatches in
TTx,r or TRx,r, since small differences between TRx,r and TTx,r lead to an offset

∆φr , 2πfc(TRx,r − TTx,r) (6.4)

in the optical phase difference between the interfering optical waves. To achieve
complete interference, TRx and TTx should match on an optical phase scale (so
∣

∣TRx,r − TTx,r

∣

∣ ≪ 1/fc) so that ∆φr ≈ 0 rad, resulting in (5.5). This is not
so straightforward, however, since the values of TTx,r and TRx,r are subject
to fabrication inaccuracies, environmental effects (like temperature drift) and
component aging.

Example 6.1

Consider a PA for transmitting 16 CM channels, where the sources have a
central wavelength of 1310 nm and coherence time of 0.1 ps. The delay val-
ues are chosen as multiples of 0.3 ps (see Example 5.1). As an example we
assume that the MZIs are fabricated as planar optical waveguide devices in
silicon oxynitride (SiON) technology. Fabrication inaccuracies in SiON waveg-
uides lead to typical worst case errors in the effective index in the order
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of ∆Neff/Neff ≈ 5 · 10−4 [69]. This results in small delay mismatches in a
matched transmitter-receiver pair. The largest mismatch occurs for the pair
with the largest path imbalance and is given by

∣

∣TRx,r −TTx,r

∣

∣

max
≈ 2

∆Neff

Neff
TTx,16 ≈ 2 ·5 ·10−4 ·16 ·3 ·10−13 s ≈ 4.8 fs . (6.5)

This is indeed much smaller than the coherence time; using (6.2) one can find
that such a mismatch results in a degradation of only 0.03 dB with respect to
a perfectly matched situation, as far as coherence matching is concerned.

Now consider the phase offset. Using (6.4) it follows that the maximum
phase offset is given by

∣

∣∆φr

∣

∣

max
= 2π

c0

λc

∣

∣TRx,r − TTx,r

∣

∣

max

≈ 2π
3 · 108

1.31 · 10−6
· 4.8 · 10−15 rad ≈ 6.9 rad > 2π . (6.6)

Phase offsets of this order can lead to a significantly reduced observability
and/or a sign ambiguity in the demodulated signal.

This is illustrated by repeating the simulation in Example 5.2 four times,
where the delay in receiver 1 is chosen such that the phase mismatch ∆φ1 is 0,
π
4 , π

2 and π, respectively. The successive output signals of receiver 1 are shown
in Figure 6.1, where the circles denote the decision samples and the dashed
lines represent the theoretical expected values.

Obviously, the amplitude of the output signal is maximum when ∆φ1 = 0,
decreases as ∆φ1 increases and becomes zero when ∆φ = π

2 . Beyond that
value, the output signal inverts, as shown in Figure 6.1(d).

Obviously, special measures are required in order to either synchronize the
phases of the interfering light waves, or to avoid the necessity of optical phase
synchronization. Two existing solutions —based on optical phase synchroniza-
tion and self-heterodyning, respectively— will be considered in the next section.
In Section 6.4 a new CM receiver concept will be discussed, which is based on
optical phase diversity detection.

6.3 Existing stabilization solutions

All CM systems that have been published so far had receivers that were either
based on optical phase synchronization or self-heterodyning. Both solutions
will be discussed in the following two subsections.

6.3.1 Phase-synchronized balanced detection

Phase-synchronized balanced detection can be performed by means of the previ-
ously discussed balanced receiver, extended by a feedback loop which measures
the output signal (6.3) and adapts the value of TRx,r accordingly.
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→ t [ps]

VLP,1(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

100 200 300

(a) ∆φ1 = 0
→ t [ps]

VLP,1(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

100 200 300

(b) ∆φ1 = π
4

→ t [ps]

VLP,1(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

100 200 300

(c) ∆φ1 = π
2

→ t [ps]

VLP,1(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

100 200 300

(d) ∆φ1 = π

Figure 6.1: Simulated output signal of receiver 1 in a 2-channel PA using
BPSK modulation when a bit pattern ’01001101’ is transmitted
at 25 Gbps, for different values of the phase offset ∆φ1

There are three problems with this approach:

• When IM is used, synchronization cannot be performed during time pe-
riods where mmod,r(t) ≈ 0;

• When PM is used, synchronization can only be performed during special
training periods when φmod,r(t) is constant. Otherwise, ambiguities in
the measurement arise;

• Even when mmod,r(t) = 1 and φmod,r(t) = 0, the measured value is

proportional to cos
(

2πfc(TRx,r − TTx,r)
)

. Since this is an even function

of (TRx,r − TTx,r), it is ambiguous whether the value of TRx,r should be
increased or decreased.

The latter is not really a problem when the tuning of TRx,r is done manually,
as has been done in some prototypes [29].
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In a final product, however, automatic tuning is required. This can be done by
means of a frequency dithering technique [70], which is illustrated in Figure 6.2.

y(t)

TRx

Vout(t)

φd,r(t)

PM

TIA

LIA
∫

Figure 6.2: Phase-synchronized balanced CM receiver based on frequency
dithering

This implies that a small phase modulation

φd,r(t) = φd cos(2πfdt) (6.7)

is applied in the lower branch of the receiver’s MZI. When mmod,r(t) = 1 and
φmod,r(t) = 0, the output signal of the TIA becomes

E
[

Vout,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hpd(t − ρ) cos

(

∆φr − φd,r(ρ)
)

dρ

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hpd(t − ρ)

·
[

cos(∆φr) cos
(

φd,r(ρ)
)

+ sin(∆φr) sin
(

φd,r(ρ)
)]

dρ . (6.8)

When |φd| is small, first-order Taylor approximations can be used leading to

E
[

Vout,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hpd(t − ρ)

·
[

cos(∆φr) + sin(∆φr)φd,r(ρ)
]

dρ , (6.9)

and when the bandwidth of the photodiode is much larger than the dithering
frequency fd, this becomes

E
[

Vout,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

[

cos(∆φr) + sin(∆φr)φd cos(2πfdt)
]

. (6.10)

When this signal is demodulated using a lock-in amplifier (LIA) a signal can be

obtained that is proportional to sin(∆φr) = sin
(

2πfc(TRx,r − TTx,r)
)

, which
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unambiguously indicates whether the value TRx,r should be increased or de-
creased. As a result, a proportional-control feedback loop can be realized that
locks the value of ∆φr at zero or an integer multiple of 2π, resulting in a
maximum observability of the modulating signals.

Note that the principle has been explained for constant modulating sig-
nals mmod,r(t) and φmod,r(t). It can easily be proven that modulation of
φmod,r(t) results in an alternating value of the control signal. Hence, in case of
PM the phase synchronization scheme should only operate during idle periods
when φmod,r(t) is constant. In case of IM, it can be proven that the control
signal is proportional to mmod,r(t), so that it simply vanishes during time peri-
ods where mmod,r(t) is zero. Hence, it is not necessary to turn off the feedback
loop during transmission.

6.3.2 Self-heterodyning

An alternative for optical phase synchronization is self-heterodyning, as pro-
posed in [65, 71]. This involves inserting a frequency shifter —for example an
acousto-optic modulator (AOM)— with frequency shift fs in one of the interfe-
rometer arms in either the transmitters or receivers. In Figure 6.3(a) it is put
in the lower arm of the receiver, as an example.

The interfering light waves in the receiver then mix to a band-pass signal
instead of a baseband signal. The expected signal at the output of the TIA
can then be written as

E
[

Vout,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hpd(t − ρ)mmod,r(ρ)

· cos
(

2πfsρ + ∆φr + φmod,r(ρ)
)

dρ

≈ ZTIARpdPx

4LTxLRxLnw
mmod,r(t) cos

(

2πfst + ∆φr + φmod,r(t)
)

, (6.11)

where it is assumed that the bandwidth of the photodiode is larger than fs.
Hence, both mmod,r(t) and φmod,r(t) are observable in the output signal,

irrespective of the value of ∆φr. They can be detected by means of electronic
demodulation, either coherently or non-coherently. Optical phase synchroniza-
tion is not required.

Moreover, the balancing problem that is described in Section 4.8.3 is less
critical, because the desired signal now appears around fs Hz, whereas the
common terms in the photodiode currents appear at baseband. Hence, they
can be easily distinguished by band-pass filtering, even when IM is used.

Note that self-heterodyning results in a degradation of the average power
of the expected output signal by 3 dB with respect to the case of optical phase
synchronization. The amount of noise will not significantly change as long as
the frequency shift is much smaller than the bandwidth of the optical signals,
so the SNR will also be lowered by 3 dB.

Moreover, inserting the AOM introduces insertion loss, resulting in an ad-
ditional SNR degradation, and it is difficult to integrate it in an optical chip.
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y(t)

cos(2πfst)

TRx

Vout(t)

AOM

TIA

(a) MZI-based balanced receiver

y(t)

cos(2πfst)

TRx

Vout(t)

AOM

TIA

EDFA

(b) Single-ended receiver with op-
tical loop

Figure 6.3: Self-heterodyne CM receivers

An alternative form of self-heterodyning in a CM receiver was proposed by
Iiyama et al. [72–75]. As shown in Figure 6.3(b), their (unbalanced) receiver
consists of a coupler and a loop containing a delay, an optical amplifier —for
example an Erbium-doped fiber amplifier (EDFA)— and a frequency shifter.
Two light waves that travel through the loop k times and k + i times, respec-
tively, have a mutual time delay i ·TRx and a mutual frequency difference i · fs.
Hence, the delays in the coherence modulators should be chosen as multiples
of TRx, so that the CM channel that is transmitted by a coherence modulator
with delay TTx,i ≈ i · TRx will appear as a band-pass signal around frequency
i ·fs at the output of the receiver. As a result, all CM channels can be detected
simultaneously by means of a single optical receiver, which reduces the number
of optical components in case the receiving units are localized to a single node
(like in the OLT of a PON), and moreover reduces optical splitting losses. The
performance of such a receiver is studied in [74].

Disadvantages of this solution are that it requires two active devices (a
frequency shifter and an optical amplifier) in the receiver, which degrades the
robustness, and that a very high receiver bandwidth is required in order to
accommodate all the channels.

6.4 Phase diversity detection principles

Phase diversity is a detection technique that has extensively been applied in
coherent optical communication systems [49, 64]. Although the possibility of
stabilizing a CM receiver’s output signal by means of phase diversity had al-
ready been suggested in 1987 by Healey [76], no closer studies about the fea-
sibility of such a receiver were published (to our knowledge) until Van Etten’s
proposal in 2001 [77].

The idea of phase diversity is that the 2×2 coupler and the two photodiodes
in the rightmost part of the balanced receiver are replaced by a multiport
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coupler and a corresponding number of photodiodes. As a result of the diversity
in the phase transfer of the multiport coupler, multiple interference products
are obtained that are similar to (6.3), but each with a different phase offset in
the cosine. Proper combining of these interference products then provides an
output signal that does not depend on the absolute phase difference between
the interfering light waves. Hence, neither an optical phase synchronization
mechanism nor an optical frequency shifter is required in order to stabilize the
output signal of such a receiver, and the modulating signal can be recovered in
baseband.

In the following subsections, two particular phase diversity networks will be
described, one being based on a 4×4 optical hybrid and the other being based on
a 3 × 3 optical hybrid. As possible modulation schemes, on-off keying (OOK),
binary differential phase shift keying (binary DPSK) and M -ary differential
phase shift keying (M -ary DPSK) will be considered.

6.4.1 Four-way phase diversity detection of OOK

The most straightforward solution for performing phase diversity detection is by
using a 4×4 phase diversity coupler [78], for example a multimode interference
(MMI) coupler. The corresponding detection scheme is shown in Figure 6.4.

y(t) z1(t)

z2(t)

z3(t)

z4(t)

TRx

Vout(t)

VLP,I(t)

VLP,Q(t)
TIA

TIA

4×4

optical

hybrid

LP

LP

(.)2

(.)2

Figure 6.4: A four-way OOK phase diversity receiver

In the frequency range of the considered optical signals, the 4 × 4-coupler is
assumed to have an ideal transfer matrix

[H4×4] = 1
2





















exp
(

jπ
4

)

−1 1 exp
(

jπ
4

)

−1 exp
(

jπ
4

)

exp
(

jπ
4

)

1

1 exp
(

jπ
4

)

exp
(

jπ
4

)

−1

exp
(

jπ
4

)

1 −1 exp
(

jπ
4

)





















(6.12)

By Heaton and Jenkins’ definition [79], this corresponds to a 7 × 7-MMI of
which the odd-numbered inputs and outputs are used.
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In a CM system with N receivers, all receiving an optical signal y(t), the MMI
output signals of a particular receiver r can be written as

zr,1(t) =
1

2
√

2LRx

[

exp
(

jπ
4

)

y(t) + j y(t − TRx,r)
]

, (6.13)

zr,2(t) =
1

2
√

2LRx

[

−y(t) − exp
(

−jπ
4

)

y(t − TRx,r)
]

, (6.14)

zr,3(t) =
1

2
√

2LRx

[

y(t) − exp
(

−jπ
4

)

y(t − TRx,r)
]

, (6.15)

zr,4(t) =
1

2
√

2LRx

[

exp
(

jπ
4

)

y(t) − j y(t − TRx,r)
]

, (6.16)

with autocorrelation functions

Rz∗
r,1zr,1

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) + exp
(

jπ
4

)

Ry∗y(t1, t2 − TRx,r)

+ exp
(

−jπ
4

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.17)

Rz∗
r,2zr,2

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) + exp
(

−jπ
4

)

Ry∗y(t1, t2 − TRx,r)

+ exp
(

jπ
4

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.18)

Rz∗
r,3zr,3

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) − exp
(

−jπ
4

)

Ry∗y(t1, t2 − TRx,r)

− exp
(

jπ
4

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.19)

Rz∗
r,4zr,4

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) − exp
(

jπ
4

)

Ry∗y(t1, t2 − TRx,r)

− exp
(

−jπ
4

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.20)

cross-correlation functions

Rz∗
r,1zr,2

(t1, t2) =
1

8LRx

[

− exp
(

−jπ
4

)

Ry∗y(t1, t2) + jRy∗y(t1, t2 − TRx,r)

+ jRy∗y(t1 − TRx,r, t2) + exp
(

jπ
4

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.21)

Rz∗
r,1zr,3

(t1, t2) =
1

8LRx

[

exp
(

−jπ
4

)

Ry∗y(t1, t2) + jRy∗y(t1, t2 − TRx,r)

− jRy∗y(t1 − TRx,r, t2) + exp
(

jπ
4

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.22)

Rz∗
r,1zr,4

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) − exp
(

jπ
4

)

Ry∗y(t1, t2 − TRx,r)

+ exp
(

−jπ
4

)

Ry∗y(t1 − TRx,r, t2) − Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.23)

Rz∗
r,2zr,3

(t1, t2) =
1

8LRx

[

−Ry∗y(t1, t2) + exp
(

−jπ
4

)

Ry∗y(t1, t2 − TRx,r)

− exp
(

jπ
4

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.24)
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Rz∗
r,2zr,4

(t1, t2) =
1

8LRx

[

− exp
(

jπ
4

)

Ry∗y(t1, t2) + jRy∗y(t1, t2 − TRx,r)

− jRy∗y(t1 − TRx,r, t2) − exp
(

−jπ
4

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.25)

Rz∗
r,3zr,4

(t1, t2) =
1

8LRx

[

exp
(

jπ
4

)

Ry∗y(t1, t2) − jRy∗y(t1, t2 − TRx,r)

− jRy∗y(t1 − TRx,r, t2) − exp
(

−jπ
4

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.26)

and expected powers

E
[

Pzr,1
(t)

]

=
1

8LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

+ Re
{

exp
(

−jπ
4

)

Ry∗y(t − TRx,r, t)
})

, (6.27)

E
[

Pzr,2
(t)

]

=
1

8LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

+ Re
{

exp
(

jπ
4

)

Ry∗y(t − TRx,r, t)
})

, (6.28)

E
[

Pzr,3
(t)

]

=
1

8LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

− Re
{

exp
(

jπ
4

)

Ry∗y(t − TRx,r, t)
})

, (6.29)

E
[

Pzr,4
(t)

]

=
1

8LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

− Re
{

exp
(

−jπ
4

)

Ry∗y(t − TRx,r, t)
})

. (6.30)

The output voltages of the low-pass filters in the two branches have expected
values

E
[

VLP,I,r(t)
]

= ZTIARpd

∫ ∞

−∞
hLP(t − ρ)E

[

Pzr,2
(ρ) − Pzr,3

(ρ)
]

dρ

=
ZTIARpd

4LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

exp
(

jπ
4

)

Ry∗y(ρ − TRx,r, ρ)
}

dρ , (6.31)

E
[

VLP,Q,r(t)
]

= ZTIARpd

∫ ∞

−∞
hLP(t − ρ)E

[

Pzr,1
(ρ) − Pzr,4

(ρ)
]

dρ

=
ZTIARpd

4LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

exp
(

−jπ
4

)

Ry∗y(ρ − TRx,r, ρ)
}

dρ . (6.32)

The output signal Vout,r(t) of the receiver results by squaring and adding the
output signals of the low-pass filters. When the SNR after filtering is very high
(we will come back to this in Section 6.5), the expected value of Vout,r(t) can
be approximated as

E
[

Vout,r(t)
]

= E
[

V 2
LP,I,r(t) + V 2

LP,Q,r(t)
]

≈ E2
[

VLP,I,r(t)
]

+ E2
[

VLP,Q,r(t)
]

=
Z2

TIAR2
pd

16L2
Rx

∣

∣

∣

∣

∫ ∞

−∞
hLP(t − ρ)Ry∗y(ρ − TRx,r, ρ) dρ

∣

∣

∣

∣

2
. (6.33)
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In case of a PA, Ry∗y follows from (5.2), resulting in

E
[

Vout,r(t)
]

=

Z2
TIAR2

pdP 2
x

64L2
TxL

2
RxL

2
nw







[

∫ ∞

−∞
hLP(t − ρ)mmod,r(ρ) cos

(

φmod,r(ρ)
)

dρ

]2

+

[

∫ ∞

−∞
hLP(t − ρ)mmod,r(ρ) sin

(

φmod,r(ρ)
)

dρ

]2






. (6.34)

Obviously, since ∆φr does not appear in this expression, the output signal no
longer depends on the difference between TRx,r and TTx,r, as long as it is much
smaller than the coherence time.

For digital transmission and matched filtering, (4.53), (4.54) and (4.56)
apply. The expected output signal is then given by

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

∑

k

∑

l

mr,kmr,l cos(φr,k − φr,l)

· Λ
(

t − k Ts

Ts

)

Λ

(

t − l · Ts

Ts

)

. (6.35)

At the sampling instants this results in

E
[

Vout,r(k Ts)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

m2
r,k . (6.36)

Note that the output signal at the sampling instants is independent of
{

φr,k

}

.
Hence, this specific type of receiver is solely suitable for intensity modulation,
such as On-Off Keying (OOK).

Example 6.2

The four simulations in Example 6.1 are repeated with four-way phase diversity
receivers instead of balanced receivers. The successive output signals Vout,1(t)
in case of BPSK modulation are shown in Figure 6.5(a)–6.5(d). The branch sig-
nals VLP,I,1(t) and VLP,Q,1(t) for ∆φ1 = 0 are shown in Figure 6.5(e) and 6.5(f).
In all figures, the circles denote the decision samples and the dashed lines rep-
resent the theoretical expected values.

Obviously, the amplitude of the output signal does not depend on the phase
offset ∆φ1. However, the decision samples of the output signal also do not
depend on the modulating signal, as predicted.

All simulations are repeated for OOK instead of BPSK. The corresponding
results are shown in Figure 6.6.

Obviously, the decision samples of the output signal now do depend on
the modulating signal. Hence, it has been illustrated that this phase diversity
receiver can be used for OOK modulation and not for BPSK modulation.
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Figure 6.5: Simulated output signal Vout,1(t) and branch signals VLP,I,1(t) and
VLP,Q,1(t) of phase diversity receiver 1 in a 2-channel PA using
BPSK modulation when a bit pattern ’01001101’ is transmitted
at 25 Gbps, for different values of the phase offset ∆φ1
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Figure 6.6: Simulated output signal Vout,1(t) and branch signals VLP,I,1(t) and
VLP,Q,1(t) of phase diversity receiver 1 in a 2-channel PA using
OOK modulation when a bit pattern ’01001101’ is transmitted at
25 Gbps, for different values of the phase offset ∆φ1
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In a later subsection, a specific receiver for demodulating phase-modulated
CM signals will be discussed, but first it will be shown how the same detection
operation can be performed using a 3 × 3-coupler.

6.4.2 Three-way phase diversity detection of OOK

In Figure 6.7 a CM receiver based on three-way balanced optical phase diversity
is shown.

y(t) z1(t)

z2(t)

z3(t)

TRx

Vout(t)

V1(t)

V2(t)

V3(t)

VLP,a(t)

VLP,b(t)

VLP,c(t)TIA

TIA

TIA
3×3

optical

hybrid
LP

LP

LP

(.)2

(.)2

(.)2

Figure 6.7: A three-way OOK phase diversity receiver

In the frequency range of the considered optical signals, the 3 × 3-coupler is
assumed to have an ideal transfer matrix [52]

[H3×3] = 1√
3













1 1 1

1 exp
(

j 2π
3

)

exp
(

−j 2π
3

)

1 exp
(

−j 2π
3

)

exp
(

j 2π
3

)













. (6.37)

The electrical fields at the output of such coupler in receiver r are given by

zr,1(t) =
1√

6LRx

[

y(t) + j y(t − TRx,r)
]

, (6.38)

zr,2(t) =
1√

6LRx

[

y(t) − exp
(

jπ
6

)

y(t − TRx,r)
]

, (6.39)

zr,3(t) =
1√

6LRx

[

y(t) + exp
(

−jπ
6

)

y(t − TRx,r)
]

, (6.40)

with autocorrelation functions

Rz∗
r,1zr,1

(t1, t2) =
1

6LRx

[

Ry∗y(t1, t2) + jRy∗y(t1, t2 − TRx,r)

− jRy∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.41)

Rz∗
r,2zr,2

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) − exp
(

jπ
6

)

Ry∗y(t1, t2 − TRx,r)

− exp
(

−jπ
6

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.42)



i

i

i

i

i

i

i

i

6.4. Phase diversity detection principles 137

Rz∗
r,3zr,3

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) + exp
(

−jπ
6

)

Ry∗y(t1, t2 − TRx,r)

+ exp
(

jπ
6

)

Ry∗y(t1 − TRx,r, t2) + Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.43)

cross-correlation functions

Rz∗
r,1zr,2

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) − exp
(

jπ
6

)

Ry∗y(t1, t2 − TRx,r)

− jRy∗y(t1 − TRx,r, t2) − exp
(

−jπ
3

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.44)

Rz∗
r,1zr,3

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) + exp
(

−jπ
6

)

Ry∗y(t1, t2 − TRx,r)

− jRy∗y(t1 − TRx,r, t2) − exp
(

jπ
3

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.45)

Rz∗
r,2zr,3

(t1, t2) =
1

8LRx

[

Ry∗y(t1, t2) + exp
(

−jπ
6

)

Ry∗y(t1, t2 − TRx,r)

− exp
(

−jπ
6

)

Ry∗y(t1 − TRx,r, t2)

− exp
(

−jπ
3

)

Ry∗y(t1 − TRx,r, t2 − TRx,r)
]

, (6.46)

and expected powers

E
[

Pzr,1
(t)

]

=
1

6LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

− Re
{

jRy∗y(t − TRx,r, t)
})

, (6.47)

E
[

Pzr,2
(t)

]

=
1

6LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

− Re
{

exp
(

−jπ
6

)

Ry∗y(t − TRx,r, t)
})

, (6.48)

E
[

Pzr,3
(t)

]

=
1

6LRx

(

E
[

Py(t) + Py(t − TRx,r)
]

+ Re
{

exp
(

jπ
6

)

Ry∗y(t − TRx,r, t)
})

. (6.49)

The expected output voltages of the low-pass filters in the three branches can
now be written as

E
[

VLP,a,r(t)
]

= ZTIARpd

∫ ∞

−∞
hLP(t − ρ)E

[

Pzr,1
(ρ) − Pzr,2

(ρ)
]

dρ

=
ZTIARpd

2
√

3LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

exp
(

−jπ
3

)

Ry∗y(ρ − TRx,r, ρ)
}

dρ , (6.50)

E
[

VLP,b,r(t)
]

= ZTIARpd

∫ ∞

−∞
hLP(t − ρ)E

[

Pzr,2
(ρ) − Pzr,3

(ρ)
]

dρ

= −ZTIARpd

2
√

3LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

Ry∗y(ρ − TRx,r, ρ)
}

dρ , (6.51)
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E
[

VLP,c,r(t)
]

= ZTIARpd

∫ ∞

−∞
hLP(t − ρ)E

[

Pzr,3
(ρ) − Pzr,1

(ρ)
]

dρ

=
ZTIARpd

2
√

3LRx

∫ ∞

−∞
hLP(t − ρ)Re

{

exp
(

jπ
3

)

Ry∗y(ρ − TRx,r, ρ)
}

dρ . (6.52)

The expected output signal of the three-way receiver can now be approximated
in the same way as for the four-way receiver:

E
[

Vout,r(t)
]

= E
[

V 2
LP,a,r(t) + V 2

LP,b,r(t) + V 2
LP,c,r(t)

]

≈ E2
[

VLP,a,r(t)
]

+ E2
[

VLP,b,r(t)
]

+ E2
[

VLP,c,r(t)
]

=
Z2

TIAR2
pd

8L2
Rx

∣

∣

∣

∣

∫ ∞

−∞
hLP(t − ρ)Ry∗y(ρ − TRx,r, ρ) dρ

∣

∣

∣

∣

2
. (6.53)

Note that this expression is similar to (6.33), so the output signal of the three-
way receiver is similar to the output signal of the four-way receiver.

The performances of the three-way and four-way receiver will be compared
in Section 6.5.

6.4.3 Phase-synchronized detection of QPSK and M-ary PSK

Since the use of a multiport coupler enables the generation of quadrature com-
ponents, a similar scheme can be used to detect QPSK or M -ary PSK modu-
lated signals [80]. Since this requires phase synchronization, it is not really a
phase diversity technique. It will be discussed here as an introduction into the
phase diversity receivers that are discussed in the next two sections.

In case of QPSK, we have mr,k = 1 and

φr,k = (2Ar,k + 1)π
4 , (6.54)

where the information symbols Ar,k are integer values chosen from the set
{

0, 1, 2, 3
}

, representing 2 bits per symbol. In the general case where m bits
are transmitted per symbol, M -ary PSK with M = 2m is used. In that case
we have

φr,k = Ar,k
2π

M
, (6.55)

where the information symbols Ar,k are integer values chosen from the set
{

0, 1, ...,M−1
}

[81]. The symbols can be detected using the receiver structure
in Figure 6.8.

In case of a PA the output samples of the low-pass filters can be found from
(5.2), (6.31) and (6.32). Assuming that ∆φr = 3π

4 (note that this requires
phase synchronization) this results in

E
[

VLP,I,r(k Ts)
]

=
ZTIARpdPx

8LTxLRxLnw
cos(φr,k) , (6.56)

E
[

VLP,Q,r(k Ts)
]

=
ZTIARpdPx

8LTxLRxLnw
sin(φr,k) . (6.57)
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y(t) z1(t)

z2(t)

z3(t)

z4(t)

TRx VLP,I(t)

VLP,Q(t)
TIA

TIA

4×4

optical

hybrid

LP

LP

Figure 6.8: A four-way phase-synchronized M -ary PSK receiver

As a result, the transmitted symbols can be extracted by conventional PSK
decoding [81]. For QPSK for example, the bits can be extracted by directly
thresholding VLP,I,r and VLP,Q,r, provided that the symbols Ar,k are encoded
by Gray coding. This is illustrated in Figure 6.9 for QPSK (6.9(a)) and 8-
PSK (6.9(b)). The numbers between the parentheses represent the bits that
correspond to that particular combination of values of the output samples.

→ E
[

VLP,I(k Ts)
]

E
[

VLP,Q(k Ts)
]

↑

(00)(01)

(10)(11)

(a) QPSK

→ E
[

VLP,I(k Ts)
]

E
[

VLP,Q(k Ts)
]

↑

(000)

(001)(010)

(011)

(100)

(101)

(110)

(111)

(b) 8-PSK

Figure 6.9: Output samples of the low-pass filters for QPSK and 8-PSK

The advantage of using QPSK or M -ary PSK rather than binary PSK is that
the symbol time increases with the number of bits per symbol, m. Hence,
both the modulation speed and the signal processing speed in the receiver can
be reduced, and moreover, the received signal will be less susceptible for inter-
symbol interference (ISI) caused by fiber dispersion. Also note from Figure 6.9,
however, that increasing m reduces the distance between the symbols in the
signal space, which makes the received signal more and more vulnerable to
noise. As a result, there is a trade-off between corruption by ISI and corruption
by noise. We will come back to this in Chapter 7; ISI will be neglected until
then.
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QPSK and M -ary PSK can also be demodulated using a three-way receiver. It
can be shown that this can for example be done by constructing signals VI,r(t)
and VQ,r(t) from the TIA output signal Vr,1(t), Vr,2(t) and Vr,3(t) as

VI,r(t) = Vr,1(t) − Vr,2(t) (6.58)

VQ,r(t) = 1√
3

(

Vr,1(t) + Vr,2(t) − 2Vr,3(t)
)

(6.59)

The remaining operations are the same as in the four-way M -ary PSK receiver.

6.4.4 Phase diversity detection of binary DPSK

Although phase diversity is not suitable for detecting the absolute phase dif-
ference between the interfering light waves, it can be used to detect changes in
this phase difference; digital transmission can be accomplished by performing
differential phase shift keying (DPSK) modulation, and by replacing the squar-
ers in the phase diversity receiver in Figure 6.4 by delay-and-multiply circuits:
see Figure 6.10 [82].

y(t) z1(t)

z2(t)

z3(t)

z4(t)

TRx

Vout(t)

VLP,I(t)

VLP,Q(t)
TIA

TIA

4×4

optical

hybrid

LP

LP

Ts

Ts

Figure 6.10: A four-way binary DPSK phase diversity receiver

The delay Ts in the delay-and-multiply circuit corresponds to one symbol pe-
riod. The resulting output signal can then be shown to have expected value

E
[

Vout,r(t)
]

= E
[

VLP,I,r(t)VLP,I,r(t − Ts) + VLP,Q,r(t)VLP,Q,r(t − Ts)
]

≈ E
[

VLP,I,r(t)
]

E
[

VLP,I,r(t − Ts)
]

+ E
[

VLP,Q,r(t)
]

E
[

VLP,Q,r(t − Ts)
]

=
Z2

TIAR2
pd

16L2
Rx

Re

{

∫ ∞

−∞
hLP(t − ρ)Ry∗y(ρ − TRx,r, ρ) dρ

·
∫ ∞

−∞
hLP(t − Ts − ρ)Ry∗y(ρ, ρ − TRx,r) dρ

}

. (6.60)

For binary DPSK modulation we have mr,k = 1 and

φr,k = φr,k−1 + Ar,kπ mod 2π . (6.61)
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Hence, successive values of φr,k are the same for a binary 1 and have a difference
of π for a binary zero. When this is applied in a PA, (6.60) becomes

E
[

Vout,r(k Ts)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

cos
(

φr,k − φr,k−1

)

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

cos
(

Ar,kπ
)

, (6.62)

which is positive for a binary one, and negative for a binary zero, irrespective
of small fluctuations in the optical path imbalances in transmitter or receiver.
Moreover, note that the delays Ts do not require strict matching either, since
the electrical signals VLP,I,r(t) and VLP,Q,r(t) are baseband signals.

Example 6.3

The simulations in Example 6.2 are repeated for ∆φ1 = 0, ∆φ1 = π
4 and

∆φ1 = π
2 , with four-way DPSK phase diversity receivers instead of OOK phase

diversity receivers. Binary DPSK modulation is performed, so the bit pat-
tern ’01001101’ corresponds to the modulating signal in Figure 6.11(a). The
successive output signals Vout,1(t) are shown in Figure 6.11(b)–6.11(d). The
branch signals VLP,I,1(t) and VLP,Q,1(t) for ∆φ1 = 0 are shown in Figure 6.11(e)
and 6.11(f). In all figures, the circles denote the decision samples and the
dashed lines represent the theoretical expected values.

Obviously, the amplitude of the output signal does not depend on the phase
offset ∆φ1. The decision samples correspond to the transmitted bit sequence,
except for the first sample, because it does not have a preceding sample.

One can verify that a similar operation can be performed by means of a three-
way phase diversity receiver, when the three squarers in Figure 6.7 are replaced
by delay-and-multiply circuits, or by constructing signals VI,r(t) and VQ,r(t)
from the TIA output signal Vr,1(t), Vr,2(t) and Vr,3(t) as in (6.58) and (6.59)
and then carrying out similar operations as described above.

6.4.5 Phase diversity detection of DQPSK and M-ary DPSK

The binary DPSK scheme can be extended to a DQPSK or M -ary DPSK
receiver [80] as shown in Figure 6.12, so that it can be used for DQPSK mod-
ulation:

φr,k = φr,k−1 + (2Ar,k + 1)π
4 mod 2π , (6.63)

or M -ary DPSK modulation:

φr,k = φr,k−1 + Ar,k
2π

M
mod 2π . (6.64)
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→ t [ps]

π

φmod,1(t)

[rad]

↑

0
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(a) Modulating signal in transmitter 1
→ t [ps]

Vout,1(t)

[V]

↑

0

0

0.02

0.04
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-0.02

-0.04
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100 200 300

(b) Vout,1(t) for ∆φ1 = 0

→ t [ps]

Vout,1(t)

[V]

↑

0

0

0.02

0.04

0.06

-0.02

-0.04
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100 200 300

(c) Vout,1(t) for ∆φ1 = π
4

→ t [ps]

Vout,1(t)

[V]

↑

0

0

0.02

0.04
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-0.02

-0.04

-0.06

100 200 300

(d) Vout,1(t) for ∆φ1 = π
2

→ t [ps]

0

0

0.1

0.2

0.3

-0.1

-0.2

-0.3

100 200 300

VLP,I,1(t)

[V]

↑

(e) VLP,I,1(t) for ∆φ1 = 0
→ t [ps]

0

0

0.1

0.2

0.3

-0.1

-0.2

-0.3

100 200 300

VLP,Q,1(t)

[V]

↑

(f) VLP,Q,1(t) for ∆φ1 = 0

Figure 6.11: Modulating signal in transmitter 1 and simulated output sig-
nal Vout,1(t) and branch signals VLP,I,1(t) and VLP,Q,1(t) of phase
diversity receiver 1 in a 2-channel PA using binary DPSK modu-
lation when a bit pattern ’01001101’ is transmitted at 25 Gbps,
for different values of the phase offset ∆φ1
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PSfrag replacemen

y(t) z1(t)

z2(t)

z3(t)

z4(t)

TRx VDI(t)

VDQ(t)

VLP,I(t)

VLP,Q(t)
TIA

TIA

4×4

optical

hybrid

LP

LP

Ts

Ts

Figure 6.12: A four-way M -ary DPSK phase diversity receiver

Obviously, VDI,r(t) in Figure 6.12 is the same as the output signal Vout(t) of
the binary DPSK receiver in Figure 6.10, and for VDQ,r(t), one can find

E
[

VDQ,r(t)
]

= E
[

VLP,Q,r(t)VLP,I,r(t − Ts) − VLP,I,r(t)VLP,Q,r(t − Ts)
]

≈ E
[

VLP,Q,r(t)
]

E
[

VLP,I,r(t − Ts)
]

− E
[

VLP,I,r(t)
]

E
[

VLP,Q,r(t − Ts)
]

=
Z2

TIAR2
pd

16L2
Rx

Im

{

∫ ∞

−∞
hLP(t − ρ)Ry∗y(ρ − TRx,r, ρ) dρ

·
∫ ∞

−∞
hLP(t − Ts − ρ)Ry∗y(ρ, ρ − TRx,r) dρ

}

, (6.65)

so in case of a PA one can find for the decision samples

E
[

VDQ,r(k Ts)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

sin
(

φr,k − φr,k−1

)

. (6.66)

The transmitted symbols can be extracted in the same way as for the phase-
synchronized M -ary PSK receiver.

6.5 Noise performance

In this section the noise performance of the receivers that were described in
the previous section will be discussed. Based on analytical expressions for the
probability of bit error —which are derived in Appendix B— the maximum
bit rate that can be achieved at a bit error rate of 10−9 when applied in a PA
will be derived. The results for the different receivers will be compared, both
to each other and to the results that were obtained for the phase-synchronized
balanced receiver in Section 5.2.

6.5.1 Phase diversity detection of OOK

The performance of all the four-way receivers can be derived by first finding the
joint probability density function of the output samples of the low-pass filters.
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These output samples can then be decorrelated by diagonalizing the covariance
matrix of the output samples. This is done in Appendix B.1.

In case of OOK modulation, the conditional probability density functions of
the output sample of the receiver can then be found, conditioned on the symbol
that is transmitted by the matched transmitter, and the number of interfering
transmitters N1 that is transmitting a binary one. The bit error rate follows by
integration and summation over the possible values of N1, like in Section 5.2.5.
This is done in Appendix B.2; the result is given by

Pe ≈
(

1
2

)N
N−1
∑

n=0

(

N − 1
n

)

[

exp

(

−γOOK,0(n)

4

)

+ Q

(
√

γOOK,1(n)

2

)]

, (6.67)

where

γOOK,0(n) = R2
pdP 2

xTs

[

(4n2 + 2n)R2
pdP 2

x τc

+ 32nRpdPxLTxLRxLnwe + 128L2
TxL

2
RxL

2
nwSth

]−1

, (6.68)

γOOK,1(n) = R2
pdP 2

xTs

[

(4n2 + 10n + 7)R2
pdP 2

x τc

+ 32(n + 1)RpdPxLTxLRxLnwe + 128L2
TxL

2
RxL

2
nwSth

]−1

. (6.69)

Now we compare this result to the bit error rate of a phase-synchronized two-
way balanced receiver, as given by (5.33). From the expressions for the condi-
tional SNRs γOOK,0(n) and γOOK,1(n) it follows that the four-way OOK phase
diversity receiver requires 3 dB more optical power in order to achieve the same
conditional SNRs as the two-way balanced OOK receiver, because the optical
power is divided over twice as many photodiodes. Even when the received
power is very large, however (such that beat noise becomes dominant and the
conditional SNRs are nearly the same for the two receivers), the two-way bal-
anced receiver will perform slightly better than the four-way phase diversity
receiver, because of the different relations between bit error rate and condi-
tional SNRs. The difference in performance can be quantified by defining the
bandwidth efficiency η as the ratio of the total network capacity N Rb = N/Ts

and the source bandwidths ∆f at which the probability of bit error goes to
10−9 for high received powers:

η ,
N Rb

∆f

∣

∣

∣

∣

∣

Pe=10−9,Px→∞
, (6.70)

where the relation between the source bandwidth ∆f and the coherence time τc

is given by (2.30). In Figure 6.13, this has been plotted as a function of the
number of channels. Apparently, four-way phase diversity detection introduces
only a small degradation in bandwidth efficiency when OOK is used.
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→ N

η

[bps/Hz]

↑

5 10 15 20 25 30

10−2

10−3

10−4

Phase diversity OOK
Phase-synchronized OOK

Figure 6.13: Maximum bandwidth efficiency η as a function of the number
of channels N for OOK modulation

A similar analysis can be performed for the three-way OOK phase diversity
receiver; this is done in Section B.7. The performance of this receiver depends
on the way in which it is implemented. In case the photocurrents are amplified
before they are subtracted, the bit error rate is given by

Pe ≈
(

1
2

)N
N−1
∑

n=0

(

N − 1
n

)

[

exp

(

−γOOK,0(n)

4

)

+ Q

(
√

γOOK,1(n)

2

)]

, (6.71)

where

γOOK,0(n) = R2
pdP 2

xTs

[

(4n2 + 2n)R2
pdP 2

x τc

+ 32nRpdPxLTxLRxLnwe + 192L2
TxL

2
RxL

2
nwSth

]−1

, (6.72)

γOOK,1(n) = R2
pdP 2

xTs

[

(4n2 + 10n + 7)R2
pdP 2

x τc

+ 32(n + 1)RpdPxLTxLRxLnwe + 192L2
TxL

2
RxL

2
nwSth

]−1

. (6.73)

When the photocurrents are first subtracted before amplification, however, the
bit error rate is given by

Pe ≈ Q

(
√

γOOK,X

2

)

+
(

1
2

)N
N

∑

n=0

(

N − 1
n

)

{

√

γX

γOOK,X − γOOK,0(n)
exp

(

−γOOK,0(n)

4

)

·
[

1 − 2Q

(
√

γOOK,X − γOOK,0(n)

2

)]

+ Q

(
√

γOOK,1(n)

2

)}

, (6.74)
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where

γOOK,0(n) = R2
pdP 2

xTs

[

(4n2 + 2n)R2
pdP 2

x τc

+ 32nRpdPxLTxLRxLnwe + 64L2
TxL

2
RxL

2
nwSth

]−1

, (6.75)

γOOK,1(n) = R2
pdP 2

xTs

[

(4n2 + 10n + 7)R2
pdP 2

x τc

+ 32(n + 1)RpdPxLTxLRxLnwe + 64L2
TxL

2
RxL

2
nwSth

]−1

, (6.76)

γOOK,X(n) =
R2

pdP 2
xTs

64L2
TxL

2
RxL

2
nwSth

. (6.77)

(Note that this is the same as (6.71) when thermal noise is neglected, so when
Sth = 0.) By comparing the two expressions for the bit error probability (for
the cases of amplification prior to balancing and amplification after balancing)
to the corresponding expression (6.67) that was found for the four-way phase
diversity receiver, one can conclude the following:

• When the thermal receiver noise can be neglected with respect to source-
induced noise and shot noise, the performance of the three-way and four-
way OOK phase diversity receivers are the same. (Hence, they have the
same bandwidth efficiency; see Figure 6.13.)

• When the thermal receiver noise is dominating, the three-way OOK phase
diversity receiver with amplification prior to balancing requires approxi-
mately 0.9 dB more optical power than the four-way OOK phase diversity
receiver in order to achieve the same performance (provided that the same
amplifiers are used in both cases). The three-way OOK receiver with am-
plification after balancing requires 1.5 dB less than the four-way OOK
receiver, however.

Example 6.4

Now consider a numerical example of a CM system based on a PA with 16 OOK-
modulated transmitters and 16 phase diversity receivers, with the same param-
eter values as in Example 5.4. Using the formulas that were derived in this
section, the maximum bit rates for a bit error rate of 10−9 as a function of the
number of active channels N can be found for the different receivers that were
considered. The results are shown in Figure 6.14.

As expected, phase-synchronized OOK results in the highest achievable bit
rate, partly because phase-synchronized detection results in a slightly higher
bandwidth efficiency (see Figure 6.13), but mainly because the two-way bal-
anced receiver has a lower insertion loss than the phase diversity receivers. The
comparison of the remaining results corresponds to the reasoning above.
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→ N

Rb,max

[Gbps]

↑

0

2

2

4

4

6

6 8 10 12 14 16

Three-way phase diversity OOK (AB)
Three-way phase diversity OOK (BA)
Four-way phase diversity OOK

Phase-synchronized OOK

Figure 6.14: Maximum bit rate per channel Rb as a function of the number
of active channels N in a PA with 16 transmitters and receivers
and OOK modulation (AB=amplification prior to balancing,
BA=amplification after balancing)

6.5.2 Four-way detection of (D)PSK

Several four-way receivers for detecting PSK and DPSK modulated signals were
described in the previous section. In this subsection their performances will be
compared.

The performance of the four-way phase-synchronized QPSK receiver is de-
rived in Section B.3 and is given by

Pe = Q
(√

γQPSK

)

, (6.78)

where

γQPSK =
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

,

and

γsn =
RpdPxTs

32N LTxLRxLnwe
, (6.79)

γbn =
Ts

(4N2 + 2N)τc
, (6.80)

γtn =
R2

pdP 2
xTs

128L2
TxL

2
RxL

2
nwSth

. (6.81)

Note that for the same bit rate Rb, the symbol time Ts in case of QPSK
modulation is twice as large as the symbol time in case of BPSK modulation.
Hence, when we compare (6.78) to the bit error rate of a phase-synchronized
two-way balanced receiver, as given by (5.23), it can be concluded that the
four-way QPSK receiver theoretically requires almost 3 dB more optical power
in order to achieve the same performance at the same bit rate, because the
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optical power is divided over twice as many photo detectors. In practice this
will be more than 3 dB, however, because the four-way QPSK receiver is likely
to have a larger excess loss LRx than the two-way receiver, since an MMI is
used instead of a directional coupler.

The bit error rate is equal to 10−9 when γQPSK ≈ 36. Hence, the bit rate
that can be achieved at a bit error rate of 10−9 is given by

Rb =
2

Ts
≈ 1

18R2
pdP 2

x

[

(4N2 + 2N)R2
pdP 2

x τc + 32N RpdPxLTxLRxLnwe

+ 128L2
TxL

2
RxL

2
nwSth

]−1

. (6.82)

The bandwidth efficiencies of the two receivers are shown in Figure 6.15, and
turn out to be nearly the same, since they have nearly the same signal-to-beat
noise ratio γbn. In Chapter 7 it will be shown that QPSK is less susceptible to
chromatic dispersion, due to the larger symbol time Ts.

For the four-way phase-synchronized M -ary PSK receiver with M ≥ 8, an
approximation for the symbol error rate for large SNRs is derived in Section B.4.
In case of Gray coding this results in a bit error probability that is given by

Pe ≈
2

m
Q

(

√

2γMPSK sin
( π

M

))

, (6.83)

where

γMPSK =
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (6.84)

and

γsn =
RpdPxTs

32N LTxLRxLnwe
, (6.85)

γbn =
Ts

(4N2 + 2N − 1)τc
, (6.86)

γtn =
R2

pdP 2
xTs

128L2
TxL

2
RxL

2
nwSth

. (6.87)

The bit error rate for 8-PSK is equal to 10−9 when γMPSK ≈ 120. Hence, the
bit rate that can be achieved at a bit error rate of 10−9 is given by

Rb =
3

Ts
≈ 1

40R2
pdP 2

x

[

(4N2 + 2N − 1)R2
pdP 2

x τc + 32N RpdPxLTxLRxLnwe

+ 128L2
TxL

2
RxL

2
nwSth

]−1

, (6.88)

which is obviously lower than the bit rate that can be achieved with QPSK, so
it also has a lower bandwidth efficiency: see Figure 6.15. 8-PSK has a longer
symbol time Ts than QPSK, however, so 8-PSK could be better than QPSK in
systems where dispersion plays a significant role.
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→ N

η

[bps/Hz]

↑

5 10 15 20 25 30

10−2

10−3

10−4

Phase diversity BDPSK

Phase-synchronized BPSK

Phase diversity DQPSK

Phase-synchronized QPSK

Phase diversity 8-DPSK

Phase-synchronized 8-PSK

Figure 6.15: Maximum bandwidth efficiency η as a function of the number
channels N for (D)PSK modulation

The bit error rate for binary DPSK transmission is derived in Section B.5 and
can be approximated as

Pe ≈ 1
2 exp (−γBDPSK) , (6.89)

where

γBDPSK =
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (6.90)

and

γsn =
RpdPxTs

32N LTxLRxLnwe
, (6.91)

γbn =
Ts

(4N2 + 2N + 1)τc
, (6.92)

γtn =
R2

pdP 2
xTs

128L2
TxL

2
RxL

2
nwSth

. (6.93)

This bit error rate is equal to 10−9 when γBDPSK = − ln
(

2 · 10−9
)

≈ 20. The
corresponding bit rate is given by

Rb =
1

Ts
≈ 1

20R2
pdP 2

x

[

(4N2 + 2N + 1)R2
pdP 2

x τc + 32N RpdPxLTxLRxLnwe

+ 128L2
TxL

2
RxL

2
nwSth

]−1

. (6.94)

When this is compared to (5.24) one can conclude that the achievable bit rate
for binary DPSK transmission is approximately 10% lower than for binary PSK
transmission when beat noise dominates (this also follows from Figure 6.15),
and approximately 78% lower when thermal noise dominates.
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The bit error rate for DQPSK transmission is derived in Section B.6 and can
be approximated as

Pe ≈ 1
2 exp (−γDQPSK)

[

I0

(

γDQPSK√
2

)

+ 2

∞
∑

n=1

(√
2 − 1

)n

In

(

γDQPSK√
2

)

]

, (6.95)

where In(.) is the modified Bessel function of the first kind and order n:

In(x) ,
1

2π

∫ 2π

0

exp(x cos θ) cos(n θ) dθ , n ∈ Z , (6.96)

and

γDQPSK =
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (6.97)

where

γsn =
RpdPxTs

32N LTxLRxLnwe
, (6.98)

γbn =
Ts

(4N2 + 2N)τc
, (6.99)

γtn =
R2

pdP 2
xTs

128L2
TxL

2
RxL

2
nwSth

. (6.100)

This bit error rate is equal to 10−9 when γDQPSK ≈ 62. The corresponding bit
rate is given by

Rb =
2

Ts
≈ 1

31R2
pdP 2

x

[

(4N2 + 2N)R2
pdP 2

x τc + 32N RpdPxLTxLRxLnwe

+ 128L2
TxL

2
RxL

2
nwSth

]−1

. (6.101)

This is approximately 42% lower than the result for phase-synchronized QPSK.
The corresponding bandwidth efficiency is shown in Figure 6.15.

M -ary DPSK detection requires approximately 3 dB more SNR in order to
achieve the same bit error probability as M -ary PSK [81]. Hence, the bit error
rate for M -ary DPSK with Gray coding is given by

Pe ≈
2

m
Q

(√
γMDPSK sin

( π

M

))

. (6.102)

where

γMDPSK =
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (6.103)
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and

γsn =
RpdPxTs

32N LTxLRxLnwe
, (6.104)

γbn =
Ts

(4N2 + 2N − 1)τc
, (6.105)

γtn =
R2

pdP 2
xTs

128L2
TxL

2
RxL

2
nwSth

. (6.106)

The bit error rate for 8-DPSK is equal to 10−9 when γMDPSK ≈ 240. Hence,
the bit rate that can be achieved at a bit error rate of 10−9 is given by

Rb =
3

Ts
≈ 1

80R2
pdP 2

x

[

(4N2 + 2N − 1)R2
pdP 2

x τc + 32N RpdPxLTxLRxLnwe

+ 128L2
TxL

2
RxL

2
nwSth

]−1

, (6.107)

which is 50% lower than the result for phase-synchronized detection of 8-PSK,
and 61% lower than the result for phase diversity detection of DQPSK. Also
see Figure 6.15 for the bandwidth efficiency.

Example 6.5

Again consider an example of a CM system like in Example 6.4, but now with
(D)PSK modulation instead of OOK modulation. Using the formulas that were
derived in this section, the maximum bit rates for a bit error rate of 10−9 as a
function of the number of active channels N can be calculated for the different
receivers that have been considered. The corresponding results are shown in
Figure 6.16(a).

→ N

Rb,max

[Gbps]

↑

Phase-synchronized BPSK
Phase-synchronized QPSK
Phase-synchronized 8-PSK
Phase diversity BDPSK
Phase diversity DQPSK
Phase diversity 8-DPSK

0

2

2

4

4

6

6 8 10 12 14 16

(a) Maximum bit rate per channel Rb

→ N

γ

[dB]

↑

γsn

γbn

γtn

10

10

20

30

0
2 4 6 8 12 14 16

(b) Signal-to-noise ratios for QPSK

Figure 6.16: Maximum bit rate per channel Rb and corresponding signal-to-
noise ratios as a function of number of active channels N in a
PA with 16 transmitters and receivers and (D)PSK modulation
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Comparing this figure to Figure 6.15, the relatively large difference between
phase-synchronized BPSK and QPSK in Figure 6.16(a) seems surprising. It
can be explained by the larger loss that is introduced by the four-way MMI
in the QPSK receiver, hence causing a relatively lower signal-to-thermal noise
ratio. This is illustrated in Figure 6.16(b), where the SNRs are plotted as a
function of N for QPSK modulation.

When we compare this to Figure 5.4(b), it is obvious that the thermal noise
plays a relatively large role in the phase-synchronized QPSK receiver, especially
for a low number of active channels N .

6.6 Practical considerations

In this section we will comment on some assumptions that have been made
with respect to the optical phase diversity couplers and the balanced receivers.
Some practical aspects are considered that actually differ for the three-way and
four-way receiver.

6.6.1 Phase diversity couplers

In the analysis in the previous sections the 3 × 3 and 4 × 4 optical phase
diversity couplers were simply assumed to be both wavelength and polarization
independent, and to have input signals that all have the same polarization state.
This is expressed by their transfer matrices in (6.12) and (6.37). In practice
this is not so straightforward, however.

The advantage of the three-way phase diversity receiver over the four-way
phase diversity receiver is that a 3×3 directional coupler can be fabricated very
easily, simply by fusing three fibers. The 4×4 coupler has to be fabricated either
as an integrated optical device or as an all-fiber hybrid that requires very strict
tuning [83]. Therefore, the three-way receiver is more suitable for experimental
prototyping purposes. The disadvantage of a fiber setup, however, is that a
polarization controller is required for matching the polarization states of the
interfering light waves, which is not desirable in a final product.

The advantage of using either a 3 × 3 or 4 × 4 MMI as a phase diversity
coupler is that the entire optical interferometer can be realized as a planar
optical integrated circuit, hence maintaining polarization states without the
need of a polarization controller.

Yet this MMI still needs to be both wavelength and polarization indepen-
dent in order to provide phase diversity with uniform power splitting. This
is a typical device design issue, however, and has not been studied in further
detail. In case one would only manage to design phase diversity couplers that
are wavelength independent but not polarization independent, a possible so-
lution would be to construct a so-called polarization diversity receiver like in
Figure 6.17 [49].
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y(t)

yTM(t)

VTE(t)

VTM(t)

yTE(t)

Vout(t)
PBS

TE

TM
PDR

PDR

Figure 6.17: A polarization diversity receiver (PBS=polarization beam split-
ter, PDR=phase diversity receiver)

The idea of such a receiver is that the received optical signal is split in a trans-
verse electric (TE) mode and a transverse magnetic (TM) mode, which are
demodulated by a TE- and a TM-optimized phase diversity receiver, respec-
tively. (Or alternatively, the TM-optimized phase diversity receiver can be
replaced by a polarization converter and another TE-optimized phase diversity
receiver.) When the difference in polarization angle between the received op-
tical signal and the TE mode is denoted by Ψ, then one can verify that the
output signal of the TE-receiver is approximately proportional to cos2 Ψ and
the output of the TM-receiver is approximately proportional to sin2 Ψ. Hence,
summing the two output signals will result in a signal that does not depend
on Ψ. The performance of such a receiver will be worse than that of a single po-
larization independent phase diversity receiver, however, because it introduces
more thermal noise.

Note that the phase diversity couplers that are considered in this chapter
have a higher splitting loss than a 2 × 2 directional coupler. Hence, when a
phase diversity receiver is used in a duplex link where the interferometers are
used both as encoding and decoding devices, the performance will be worse
than predicted in this chapter.

6.6.2 Balancing

A particular advantage of the four-way phase diversity receiver is that the
balanced currents can simply be obtained by two distinct balanced receivers,
whereas in the three-way receiver, these have to be obtained either by a circu-
lar balancing circuit or by three differential amplifiers. The circular balancing
circuit has the problem that the circular configuration conflicts with the re-
quirement of operating the photodiodes in reverse-bias mode, whereas the other
solution has the problem that differential amplifiers with very high common-
mode rejection ratios (CMRRs) are required, which is particularly difficult at
high frequencies.

As explained in Subsection 4.8.3, balancing can be simplified when DPSK
modulation is used instead of OOK modulation, so that AC-coupled amplifi-
cation can be performed instead of DC-coupled amplification.
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6.7 Conclusions

It has been shown both analytically and by simulation that the output signal
of a coherence multiplex receiver can be stabilized by means of a phase diver-
sity network. The advantage of this configuration is that neither an external
feedback loop nor a frequency shifter is required, resulting in less complicated
-and hence potentially less expensive- receiver units.

Performance figures for several receiver types (two-way phase-synchronized
balanced detection and three-way and four-way balanced phase diversity de-
tection) and several modulation formats (OOK, PSK and DPSK) were derived
analytically, showing that phase diversity detection introduces only a minor
performance degradation with respect to two-way balanced detection, as long
as the received optical power is large such that thermal receiver noise is negli-
gible.

However, numerical examples with networks consisting of 16 transmission
units have shown that the inherent increase in splitting loss in a phase diversity
coupler significantly decreases the detector performance due to thermal receiver
noise. Binary (D)PSK modulation results in the best performance, provided
that the effect of chromatic fiber dispersion is negligible. The performances of
the three-way and four-way phase diversity receivers are similar, as long as the
noise in the receivers is dominated either by beat noise or shot noise. When
thermal receiver noise dominates, however, the performance of the three-way
receiver differs from the performance of the four-way receiver, depending on the
order of the balancing operation and amplification. If balancing were performed
prior to amplification, the three-way receiver would require approximately 1.5
dB less optical power than the four-way receiver in order to obtain the same
performance. Proper balancing of the photodiodes in the three-way receiver
would be achieved in a much easier way, however, if the order of balancing
and amplification were reversed. Unfortunately, this would boost the required
optical power by up to 2.4 dB.

A remaining issue in designing optically integrated phase diversity receivers
for CM is yet to design wavelength and polarization independent MMIs. The
need for polarization independence can be avoided by constructing a polariza-
tion diversity receiver, but this will degrade the performance.

The results that have been described in this chapter were published in
Journal of Lightwave Technology [84], and were presented in parts at several
symposia [77,78,80,82].
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Chapter 7

Chromatic fiber dispersion

7.1 Introduction

In the analyses in the previous three chapters the influence of the transmission
fiber had been completely ignored. The results had in common that they
suggested that the performance would improve when the coherence time τc of
the optical sources were decreased, or in other words, when the bandwidth
of the optical source signals were increased. The reason for this is that the
bandwidth of the beat noise after photodetection scales with the bandwidth of
the optical signals, so that its total power is distributed over a larger frequency
range when τc is decreased, hence resulting in a lower noise power spectral
density in the baseband, where the information signal is located.

In practice there is a limit to this, however, since the performance of CM
systems is degraded by the chromatic dispersion (CD) of the transmission fiber.
CD means that the different spectral components of the transmitted optical sig-
nal travel at different propagation speeds and hence arrive at the receiver at dif-
ferent time instants, resulting in a distorted receiver output signal. The spread
in propagation speed increases with increasing optical bandwidth, so that the
distortion increases with decreasing coherence time. Therefore, choosing the
coherence time of the optical sources becomes a trade-off between achieving a
low beat noise power spectral density and achieving little distortion due to CD.

In this chapter the effect of CD on transmission in CM systems will be stud-
ied in further detail. First, expressions will be derived that relate the expected
value and autocorrelation function of the output signal of a CM receiver to the
modulating signals and the fiber parameters. Then the specific impact of CD
on the performance of non-equalized digital transmission through CM will be
studied for several modulation formats. The chapter will end with conclusions.
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7.2 Impact of chromatic dispersion on receiver out-

put signal

For simplicity, consider a CM system with only one transmitter and receiver,
connected by a single-mode fiber (SMF) of length lf , as shown in Figure 7.1.

x(t) y(t)

TRxTTx
mmod(t)

φmod(t)

VLP(t)
LP

IM

PM

transmitter receiver

TIAlf

Figure 7.1: CM system with one transmitter and one (balanced) receiver and
fiber length lf

The output signal of the receiver can be found by following a similar approach
as done in Chapter 4, and adding a few steps to incorporate the effect of CD.
The approach is in a sense analogous to the one that Gimlett and Cheung
introduced in order to find the output signal of an IM/DD link with an LED
and SMF [85].

7.2.1 Input signal of the receiver

The input signal of the receiver y(t) is obtained by convolving the output signal
of the transmitter (4.12) with the impulse response of the fiber hf(t), resulting
in

y(t) =
1

2
√

LTx

∫ ∞

−∞
hf(ρ)

[

x(t − ρ)
√

mmod(t − ρ)

− x(t − ρ − TTx)
√

mmod(t − ρ − TTx) exp
(

jφmod(t − ρ)
)]

dρ . (7.1)

The impulse response hf(t) can be found by calculating the inverse Fourier
transform of the transfer function Hf(f) of the fiber. Using (2.44) this results
in

hf(t) =

∫ ∞

−∞
|Hf(f)| exp

(

j 2πf t − jβ(f)lf

)

df . (7.2)

where β(f) denotes the phase change per unit length (in rad/m).
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The autocorrelation function of y(t) now follows as

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

≈ 1

4LTx

∫ ∞

−∞

∫ ∞

−∞
hf(ρ1)hf(ρ2)mmod(t1 − ρ1)

[

2Rx∗x(t2 − t1 + ρ1 − ρ2)

− Rx∗x(t2 − t1 + ρ1 − ρ2 − TTx) exp
(

jφmod(t1 − ρ1)
)

− Rx∗x(t2 − t1 + ρ1 − ρ2 + TTx) exp
(

−jφmod(t1 − ρ1)
)]

dρ1 dρ2 , (7.3)

where it has been assumed that the bandwidths of mmod(t) and φmod(t) are
much smaller than 1/TTx and 1/τc. Using (7.2), denoting the modulating
signals as

mmod(t) =

∫ ∞

−∞
Mmod(f) exp(j 2πf t) df , (7.4)

exp
(

jφmod(t)
)

, smod(t) =

∫ ∞

−∞
Smod(f) exp(j 2πf t) df , (7.5)

writing the autocorrelation function Rx∗x(τ) as the inverse Fourier transform
of the power spectral density function Sx∗x(f), and applying some Fourier
transform properties, (7.3) becomes

Ry∗y(t1, t2) =
1

4LTx

∫ ∞

−∞

∫ ∞

−∞
|Hf(f2 − f1)| · |Hf(f2)|Sx∗x(f2)

· exp
(

jβ(f2 − f1) − jβ(f2) + j 2π
[

(f1 − f2)t1 + f2t2)
]

)

·
[

2Mmod(f1) − exp(−j 2π f2TTx)

∫ ∞

−∞
Mmod(f3)Smod(f1 − f3) df3

− exp(j 2π f2TTx)

∫ ∞

−∞
Mmod(f3)S

∗
mod(f3 − f1) df3

]

df1 df2 . (7.6)

The widths of Mmod(f) and Smod(f) are much smaller than the width of
Sx∗x(f), so the integral over f1 is mainly determined by the contribution in the
range where f1 is much less than the width of Sx∗x(f). Hence, when Hf(f) is a
smooth function inside the frequency range of the source, we can approximate

|Hf(f2 − f1)| ≈ |Hf(f2)| , (7.7)

β(f2 − f1) ≈ β(f2) − f1β
′(f2) = β(f2) − 2π f1τg(f2) , (7.8)

where τg(f) is the group delay per unit length, which is defined by (2.47).
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As a result, (7.6) becomes

Ry∗y(t1, t2) ≈
1

4LTx

∫ ∞

−∞
|Hf(f2)|2 Sx∗x(f2) exp

(

j 2π f2(t2 − t1)
)

·
∫ ∞

−∞
exp

(

j 2π f1

[

t1 − τg(f2)
]

)

·
[

2Mmod(f1) − exp(−j 2π f2TTx)

∫ ∞

−∞
Mmod(f3)Smod(f1 − f3) df3

− exp(j 2π f2TTx)

∫ ∞

−∞
Mmod(f3)S

∗
mod(f3 − f1) df3

]

df1 df2

=
1

4LTx

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

t1 − lfτg(f)
)[

2 exp
(

j 2π f(t2 − t1)
)

− exp
(

j 2π f(t2 − t1 − TTx) + jφmod(t1 − lfτg(f)
)

− exp
(

j 2π f(t2 − t1 + TTx) − jφmod(t1 − lfτg(f)
)]

df . (7.9)

(Note that this expression reduces to (4.13) when lf = 0.)

7.2.2 Expected value of the output signal of the receiver

The expected output signal of a two-way balanced receiver can be found by
substituting (7.9) into the first line of (4.45). Assuming that both TTx and TRx

are much larger than τc this results in

E
[

VLP(t)
]

≈
ZTIARpdPx

8LTxLRx

∫ ∞

−∞
hLP(t − ρ)

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ − lfτg(f)
)

· cos
(

2π f(TRx − TTx) + φmod(ρ − lfτg(f)
)

df dρ . (7.10)

Obviously, CD does not influence the observability of the CM channels: a
channel is still suppressed when

∣

∣TRx − TTx

∣

∣ ≫ τc, and selected when TRx =
TTx. In the latter case (so when the balanced receiver is matched and phase-
synchronized to the transmitter) we find

E
[

VLP(t)
]

≈ ZTIARpd

4LTxLRx

∫ ∞

−∞
hLP(t − ρ)

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)

· mmod

(

ρ − lfτ(f)
)

cos
(

φmod(ρ − lfτg(f)
)

df dρ . (7.11)

This can be expressed into the result that would be obtained for lf = 0 as

E
[

VLP(t)
]

≈ 1

2Px

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)E

[

VLP, lf=0

(

t − lfτg(f)
)]

df . (7.12)
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Note that this is an intuitively appealing result: the output signal is a (contin-
uous) sum of time-shifted versions of the output signal that would be obtained
for lf = 0, where the time shifts are determined by the group delay as a function
of frequency and the power spectral density of the optical carrier signal acts as
a weighting function. (Refer to Figure 2.5(b) for typical graphs of the group
delay and optical power spectral density as functions of frequency.)

Although this result has been derived for a single-channel CM system with
a two-way balanced receiver, it can be verified that it also applies to any of the
multiplexing topologies that have been considered in Chapter 5 (this follows
from linearity considerations), and also to the output signals of the low-pass
filters of the three-way and four-way balanced receivers that have been consid-
ered in Chapter 6 (this follows by substituting (7.9) in (6.31), (6.32) and (6.50)
through (6.52)).

In case of LED sources, Sx∗x(f) is given by (2.29). Moreover, in the fre-
quency range of the optical signal we can use (2.45), so that we can approximate

|Hf(f)| ≈ |Hf(fc)| . (7.13)

The group delay can be approximated by either a first or second order Taylor
series, depending on the center wavelength of the optical signal, as described in
Section 2.5.2. Obviously, the most general result is obtained when the second
order Taylor series is used, which is given by (2.49). Substituting (2.29), (7.13)
and (2.49) in (7.12) and then substituting ν = f − fc results in

E
[

VLP(t)
]

≈
√

2τc |Hf(fc)|2
∫ ∞

−∞
exp(−2π ν2τ2

c )

· E
[

VLP, lf=0

(

t − lf
[

τg(fc) + τ ′
g(fc)ν + 1

2τ ′′
g (fc)ν

2
]

)]

dν . (7.14)

This expression can be written in the form of a convolution by making a sub-
stitution

ρ = lf
[

τg(fc) + τ ′
g(fc)ν + 1

2τ ′′
g (fc)ν

2
]

. (7.15)

The inverse of this transformation has two solutions ν1(ρ) and ν2(ρ) that are
given by

ν1,2(ρ) = −
τ ′
g(fc)

τ ′′
g (fc)

±

√

√

√

√

(

τ ′
g(fc)

τ ′′
g (fc)

)2

+
2
(

ρ − lfτg(fc)
)

lfτ ′′
g (fc)

. (7.16)

If we first assume that τ ′′
g (fc) ≥ 0 (we will come back to the other case later),

(7.14) can now be written as

E
[

VLP(t)
]

≈
√

2τc |Hf(fc)|2
∫ ∞

ρ0

[

ν′
1(ρ) exp

(

−2π ν2
1(ρ)τ2

c

)

− ν′
2(ρ) exp

(

−2π ν2
2(ρ)τ2

c

)]

E
[

VLP, lf=0

(

t − ρ
)]

dρ

= |Hf(fc)|2
∫ ∞

−∞
hCD(ρ)E

[

VLP, lf=0

(

t − ρ
)]

dρ , (7.17)
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where ν′
1(ρ) and ν′

2(ρ) are the derivatives of ν1(ρ) and ν2(ρ) with respect to ρ,

ρ0 , lf

[

τg(fc) −
(

τ ′
g(fc)

)2

2τ ′′
g (fc)

]

, (7.18)

and

hCD(t) ,
√

2τcu(t − ρ0)
[

ν′
1(t) exp

(

−2π ν2
1(t)τ2

c

)

− ν′
2(t) exp

(

−2π ν2
2(t)τ2

c

)]

, (7.19)

where u(.) is the unit step function:

u(x) ,

{

1 , x ≥ 0 ,

0 , x < 0 .
(7.20)

Similarly, one can find

hCD(t) ,
√

2τcu(ρ0 − t)
[

ν′
1(t) exp

(

−2π ν2
1(t)τ2

c

)

− ν′
2(t) exp

(

−2π ν2
2(t)τ2

c

)]

, (7.21)

for τ ′′
g (fc) < 0.

Apparently, the impact of the CD of the optical fiber on the expected value
of the receiver output signal can be modeled as the insertion of a linear time-
invariant filter with impulse response hCD(t). (The attenuation simply results

in a constant factor |Hf(fc)|2.) By defining

T0 , lfτg(fc) , (7.22)

T1 ,
lfτ

′
g(fc)√
2τc

, (7.23)

T2 ,
lfτ

′′
g (fc)

τ2
c

, (7.24)

(7.19) and (7.21) can be rewritten as

hCD(t) =
u
(

(t − T0)T2 + T 2
1

)

√

(t − T0)T2 + T 2
1

[

exp

(

− 4π

T 2
2

(

√

(t − T0)T2 + T 2
1 + T1

)2
)

+ exp

(

− 4π

T 2
2

(

√

(t − T0)T2 + T 2
1 − T1

)2
)]

. (7.25)
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Obviously, T0 is a (non-relevant) time delay and does not introduce distor-
tion. The actual amount of time-spreading is determined by the time duration
of hCD(t), which depends on T1 and T2. This can be quantified by the root-
mean-square delay

σT ,

√

√

√

√

√

√

√

∫ ∞

−∞
(t − 〈T 〉)2 hCD(t) dt

∫ ∞

−∞
hCD(t) dt

, (7.26)

where the mean delay 〈T 〉 is defined as

〈T 〉 ,

∫ ∞

−∞
t hCD(t) dt

∫ ∞

−∞
hCD(t) dt

. (7.27)

Substituting (7.25) and performing the integrations one can find

〈T 〉 = T0 +
T2

8π
, (7.28)

σT =

√

T 2
1

2π
+

T 2
2

32π2
. (7.29)

The effect of CD can also be considered in the frequency domain by calcu-
lating the corresponding transfer function HCD(f), which follows by Fourier
transforming (7.25):

HCD(f) =

∫ ∞

−∞
hCD(t) exp(−j 2π f t) dt

=
1

√

1 + 1
2 j f T2

exp

(

− π f2T 2
1

1 + 1
2 j f T2

− j 2π f T0

)

. (7.30)

The amplitude response follows by taking the absolute value:

|HCD(f)| =
1

4
√

1 + 1
4f2T 2

2

exp

(

− π f2T 2
1

1 + 1
4f2T 2

2

)

. (7.31)

Apparently, the impact of CD can be modeled as the insertion of a low-pass
filter with a bandwidth that decreases with increasing values of T1 and T2.

When lf = 0, we have T0 = T1 = T2 = 0, so that (7.25) and (7.30) reduce
to hCD(t) = δ(t) and HCD(f) = 1, as expected.
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When lf > 0, T1 and T2 depend on the coherence time τc and the dispersion
coefficients τ ′

g(fc) and τ ′′
g (fc). The latter two depend on the optical center

wavelength λc, as described in Subsection 2.5.2. Now consider the following
two cases:

1. For wavelengths far from the zero-dispersion wavelength, first order CD
is dominant. We then have |T2| ≪ |T1| so that (7.25) and (7.31) reduce
to

hCD(t) ≈ 1

|T1|
exp

(

−π

(

t − T0

T1

)2
)

, (7.32)

∣

∣

∣
HCD(f)

∣

∣

∣
≈ exp(−π f2T 2

1 ) . (7.33)

These are shown in Figure 7.2(a) and 7.2(b), for T1 > 0. (Note that the
same shapes would result for T1 < 0.)

2. For wavelengths close to the zero-dispersion wavelength, second order CD
is dominant. We then have |T2| ≫ |T1| so that (7.25) and (7.31) reduce
to

hCD(t) ≈
2u

(

(t − T0)T2

)

√

(t − T0)T2

exp

(

−4π(t − T0)

T2

)

, (7.34)

∣

∣

∣HCD(f)
∣

∣

∣ ≈ 1

4
√

1 + 1
4f2T 2

2

. (7.35)

These are shown in Figure 7.2(c) and 7.2(d), for T2 > 0. (When T2 < 0,
the curve in Figure 7.2(c) will be mirrored in t = T0.)

Apparently, the two types of CD lead to significantly different distortion effects.

7.2.3 Noise in the output signal of the receiver

The impact of the fiber on the noise in the output signal of the low-pass fil-
ter VLP(t) of a two-way balanced receiver can be studied by means of (4.46).
Using (7.9) and assuming that TRx, TTx ≫ τc and |TRx − TTx| ≪ τc, one can
find

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx,r)
]

≈ 1

4LTx

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ − lfτg(f)
)

df , (7.36)
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→ t [s]

hCD(t)
[

s
−1

]

↑

0

1
T1

T0T0–T1 T0+T1

(a) hCD(t) for first order CD

→ f [Hz]

HCD(f)

↑

0
0

1

− 1
T1

1
T1

(b)
∣

∣

∣HCD(f)
∣

∣

∣ for first order CD

→ t [s]

hCD(t)
[

s
−1

]

↑

0

10
T2

T0 T0+
1
10 T2

(c) hCD(t) for second order CD

→ f [Hz]

HCD(f)

↑

0
0

1

− 20
T2

20
T2

(d)
∣

∣

∣HCD(f)
∣

∣

∣ for second order CD

Figure 7.2: CD-induced impulse response hCD(t) and magnitude response
∣

∣

∣HCD(f)
∣

∣

∣ in case of first and second order CD

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx) ≈
1

16L2
Tx

[

4

∣

∣

∣

∣

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ1 − lfτg(f)
)

· exp
(

j 2π f(ρ2 − ρ1)
)

df

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ1 − lfτg(f)
)

· exp
(

j 2π f(ρ2 − ρ1 − TTx) + jφmod

(

ρ1 − lfτg(f)
)

)

df

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ1 − lfτg(f)
)

· exp
(

j 2π f(ρ2 − ρ1 + TTx) − jφmod

(

ρ1 − lfτg(f)
)

)

df

∣

∣

∣

∣

2
]

, (7.37)
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Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1) ≈
1

16L2
Tx

∫ ∞

−∞

∣

∣

∣
Hf(f1)

∣

∣

∣

2

Sx∗x(f1)mmod

(

ρ1 − lfτg(f1)
)

· exp
(

j 2π f1(ρ2 − ρ1 + TRx − TTx) + jφmod

(

ρ1 − lfτg(f1)
)

)

df1

·
∫ ∞

−∞

∣

∣

∣Hf(f2)
∣

∣

∣

2

Sx∗x(f2)mmod

(

ρ1 − lfτg(f2)
)

· exp
(

j 2π f2(ρ2 − ρ1 + TRx − TTx) + jφmod

(

ρ1 − lfτg(f2)
)

)

df2 . (7.38)

Following the analysis in the previous subsection, (7.36) can be written as

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx,r)
]

≈ Px

2LTx
|Hf(fc)|2

∫ ∞

−∞
hCD(ξ)mmod(ρ − ξ) dξ , (7.39)

where hCD(t) is given by (7.25).

Note that (7.37) and (7.38) have a significant value for ρ2 ≈ ρ1, where
|ρ2 − ρ1| is in the order of τc or smaller, whereas they become negligible for
|ρ2 − ρ1| ≫ τc. On the other hand, when they are substituted into (4.46), one
should note that the width of hLP(t) is much larger than τc and TTx. Therefore,
when (7.37) and (7.38) are substituted into (4.46), they can be approximated
as delta functions in ρ2 − ρ1. Since these delta functions are supposed to have
the same area as the original functions, the approximations can be written as

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx) ≈
δ(ρ2 − ρ1)

16L2
Tx

∫ ∞

−∞

[

4

∣

∣

∣

∣

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ1 − lfτg(f)
)

· exp
(

j 2π f(ρ2 − ρ1)
)

df

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ1 − lfτg(f)
)

· exp
(

j 2π f(ρ2 − ρ1 − TTx) + jφmod

(

ρ1 − lfτg(f)
)

)

df

∣

∣

∣

∣

2

+

∣

∣

∣

∣

∫ ∞

−∞
|Hf(f)|2 Sx∗x(f)mmod

(

ρ1 − lfτg(f)
)

· exp
(

j 2π f(ρ2 − ρ1 + TTx) − jφmod

(

ρ1 − lfτg(f)
)

)

df

∣

∣

∣

∣

2
]

dρ2

≈ 6δ(ρ2 − ρ1)

16L2
Tx

∫ ∞

−∞
|Hf(f)|4 S2

x∗x(f)m2
mod

(

ρ1 − lfτg(f)
)

df , (7.40)
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Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1) ≈
δ(ρ2 − ρ1)

16L2
Tx

∫ ∞

−∞

∫ ∞

−∞

∣

∣

∣Hf(f1)
∣

∣

∣

2

Sx∗x(f1)mmod

(

ρ1 − lfτg(f1)
)

· exp
(

j 2π f1(ρ2 − ρ1 + TRx − TTx) + jφmod

(

ρ1 − lfτg(f1)
)

)

df1

·
∫ ∞

−∞

∣

∣

∣
Hf(f2)

∣

∣

∣

2

Sx∗x(f2)mmod

(

ρ1 − lfτg(f2)
)

· exp
(

j 2π f2(ρ2 − ρ1 + TRx − TTx) + jφmod

(

ρ1 − lfτg(f2)
)

)

df2 dρ2

≈ δ(ρ2 − ρ1)

16L2
Tx

∫ ∞

−∞
|Hf(f)|4 S2

x∗x(f)m2
mod

(

ρ1 − lfτg(f)
)

· exp
(

j 4π fc(TRx − TTx) + j 2φmod

(

ρ1 − lfτg(f)
)

)

df . (7.41)

Following the analysis in the previous subsection these can be written as

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx, ρ1 − TRx) ≈
6P 2

x τc

4L2
Tx

δ(ρ2 − ρ1) |Hf(fc)|4
∫ ∞

−∞
hCDN(ξ)m2

mod(ρ1 − ξ) dξ , (7.42)

Ry∗y(ρ1 − TRx, ρ2)Ry∗y(ρ2 − TRx, ρ1) ≈
P 2

x τc

4L2
Tx

δ(ρ2 − ρ1) |Hf(fc)|4
∫ ∞

−∞
hCDN(ξ)m2

mod(ρ1 − ξ)

· exp
(

j 2∆φ + j 2φmod(ρ1 − ξ)
)

dξ , (7.43)

where ∆φ , 2πfc(TRx − TTx) and

hCDN(t) ,
√

2 u
(

(t − T0)T2 + T 2
1

)

√

(t − T0)T2 + T 2
1

[

exp

(

− 8π

T 2
2

(

√

(t − T0)T2 + T 2
1 + T1

)2
)

+ exp

(

− 8π

T 2
2

(

√

(t − T0)T2 + T 2
1 − T1

)2
)]

. (7.44)

In case of first order CD (|T2| ≪ |T1|) this reduces to

hCDN(t) =

√
2

|T1|
exp

(

−2π

(

t − T0

T1

)2
)

=
√

2hCD

(√
2(t + T0) − T0

)

, (7.45)

and in case of second order CD (|T2| ≫ |T1|) this reduces to

hCDN(t) =
2
√

2 u
(

(t − T0)T2

)

√

(t − T0)T2

exp

(

−8π(t − T0)

T2

)

= 2hCD(2t + T0) . (7.46)
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Substituting (7.39), (7.42), (7.43) and ∆φ = 0 into (4.46) results in

RVLPVLP
(t1, t2) ≈ E

[

VLP(t1)
]

E
[

VLP(t2)
]

+
Z2

TIARpdPxe

2LTxLRx
|Hf(fc)|2

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCD(ξ)

· mmod(ρ − ξ) dξ dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
RxL

2
Tx

|Hf(fc)|4
∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCDN(ξ)

· m2
mod(ρ − ξ)

[

6 + cos
(

2φmod(ρ − ξ)
)]

dξ dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (7.47)

Similarly, the autocorrelation functions and cross-correlation function of the
output signals of the low-pass filters VLP,I(t) and VLP,Q(t) in a four-way bal-
anced receiver can be found by substituting (7.39), (7.42) and (7.43) into (B.7),
(B.8) and (B.9), resulting in

RVLP,IVLP,I
(t1, t2) ≈ E

[

VLP,I(t1)
]

E
[

VLP,I(t2)
]

+
Z2

TIARpdPxe

4LTxLRx
|Hf(fc)|2

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCD(ξ)

· mmod(ρ − ξ) dξ dρ

+
Z2

TIAR2
pdP 2

x τc

128L2
RxL

2
Tx

|Hf(fc)|4
∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCDN(ξ)

· m2
mod(ρ − ξ)

[

6 + cos
(

2∆φ + 2φmod(ρ − ξ) + π
2

)]

dξ dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (7.48)

RVLP,QVLP,Q
(t1, t2) ≈ E

[

VLP,Q(t1)
]

E
[

VLP,Q(t2)
]

+
Z2

TIARpdPxe

4LTxLRx
|Hf(fc)|2

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCD(ξ)

· mmod(ρ − ξ) dξ dρ

+
Z2

TIAR2
pdP 2

x τc

128L2
RxL

2
Tx

|Hf(fc)|4
∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCDN(ξ)

· m2
mod(ρ − ξ)

[

6 + cos
(

2∆φ + 2φmod(ρ − ξ) − π
2

)]

dξ dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (7.49)
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RVLP,IVLP,Q
(t1, t2) ≈ E

[

VLP,I(t1)
]

E
[

VLP,Q(t2)
]

+
Z2

TIAR2
pdP 2

x τc

128L2
RxL

2
Tx

|Hf(fc)|4
∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)hCDN(ξ)

· m2
mod(ρ − ξ) cos

(

2∆φ + 2φmod(ρ − ξ)
)

dξ dρ . (7.50)

7.3 Impact of chromatic dispersion on digital trans-
mission

In case of digital transmission, CD will lead to broadening of the pulses at the
output of the receiver. This will deteriorate the detection performance in two
ways:

• The expected peak value of the detected pulse will decrease;

• Neighboring pulses will overlap: inter-symbol interference (ISI) occurs.

Moreover, the variance of a particular decision sample depends on the corre-
sponding transmitted bit, but also on the preceding and succeeding bits.

In this section, these effects will be studied in further detail. Non-equalized
transmission will be considered, so it will simply be assumed that rectangular
pulses are transmitted —as described by (4.53)— and that the pre-detection
filter is matched to an undistorted rectangular pulse—as described by (4.56).

First, expressions will be derived for the shape of the resulting distorted
pulse after integrate-and-dump filtering, both for first and second order CD.
Similarly, expressions will be derived for the noise variance after integrate-and-
dump filtering. Then, the resulting performance degradation will be derived
for phase-synchronized detection of several modulation formats.

7.3.1 Pulse distortion

In case of digital transmission, the expected value of the output signal of the
integrate-and-dump filter VLP(t) of a phase-synchronized two-way balanced re-
ceiver can be found by combining (4.57) and (7.17), resulting in

E
[

VLP(t)
]

≈ ZTIARpdPx

4LTxLRx
|Hf(fc)|2

∑

k

mk cos(φk)p(t − k Ts) , (7.51)

where p(.) is a distorted triangular pulse, which is defined as

p(t) ,
∫ ∞

−∞
hCD(t − ρ)Λ

(

ρ

Ts

)

dρ . (7.52)
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Similarly, the expected values of the output signals of the integrate-and-dump
filters VLP,I(t) and VLP,Q(t) of a four-way balanced receiver can be written as

E
[

VLP,I(t)
]

≈
ZTIARpdPx

8LTxLRx
|Hf(fc)|2

∑

k

mk cos
(

∆φ + φk − 3π
4

)

p(t − k Ts) , (7.53)

E
[

VLP,Q(t)
]

≈
ZTIARpdPx

8LTxLRx
|Hf(fc)|2

∑

k

mk cos
(

∆φ + φk + 3π
4

)

p(t − k Ts) . (7.54)

In order to study pulse height reduction and ISI, the expected output signals
have to be evaluated at the sampling instants t0+k Ts, where k ∈ Z and t0 is the
time instant where p(t) achieves it maximum. Hence, the values of p(t0 + k Ts)
have to be derived. Before this is done, an important property of p(t) is derived,
namely that the sum of its sample values does not depend on t0, Ts, T1 and T2.
This follows from

∑

k

p(t0 + k Ts) =
∑

k

∫ ∞

−∞
hCD(t0 + k Ts − ρ)Λ

(

ρ

Ts

)

dρ

=

∫ ∞

−∞
hCD(ρ)

∑

k

Λ

(

t0 + k Ts − ρ

Ts

)

dρ =

∫ ∞

−∞
hCD(ρ) dρ = 1 . (7.55)

where the last step follows directly from (7.25). Note that this is an intuitively
appealing result, since it implies that the sampled value of a pulse in case of
rectangular modulation and integrate-and-dump filtering, is not affected by CD
when this pulse and all its surrounding pulses have the same amplitude.

By rewriting the triangular unit pulse Λ(.) as

Λ(x) = (x + 1)u(x + 1) − 2xu(x) + (x − 1)u(x − 1) , (7.56)

p(.) can be written as

p(t) =
1

Ts

[

q(t + Ts) − 2q(t) + q(t − Ts)
]

, (7.57)

where

q(t) =

∫ ∞

0

ρ hCD(t − ρ) dρ . (7.58)

Using (7.25) and substituting x =
√

(t − ρ − T0)T2 + T 2
1 this can be written as

q(t) =
2

T2
u
(

(t − T0)T2 + T 2
1

)

∫

√
(t−T0)T2+T 2

1

0

(

t − T0 −
x2 − T 2

1

T2

)

·
[

exp

(

−4π

(

x + T1

T2

)2
)

+ exp

(

−4π

(

x − T1

T2

)2
)]

dx , (7.59)

where it has been assumed that T2 > 0, for convenience.
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(From (7.25) and the symmetry of Λ(.) it follows that the shape of p(t) for
T2 < 0 results by mirroring in t = T0.)

Performing the integration and using (3.8), we get

q(t) = u
(

(t − T0)T2 + T 2
1

)

{

1

4π

[

(

√

(t − T0)T2 + T 2
1 − T1

)

· exp

(

− 4π

T 2
2

(

√

(t − T0)T2 + T 2
1 + T1

)2
)

+

(

√

(t − T0)T2 + T 2
1 + T1

)

exp

(

− 4π

T 2
2

(

√

(t − T0)T2 + T 2
1 − T1

)2
)]

+

(

t − T0 −
T2

8π

)

[

1 − Q

(

2
√

2π

T2

(

√

(t − T0)T2 + T 2
1 + T1

)

)

− Q

(

2
√

2π

T2

(

√

(t − T0)T2 + T 2
1 − T1

)

)]}

. (7.60)

When lf = 0, we have T0 = T1 = T2 = 0, so that (7.60) reduces to q(t) = t and
hence (7.57) reduces to p(t) = Λ(t/Ts), as expected.

Now the cases of first and second order CD will be considered separately.

First order dispersion

In case of first order CD we have |T2| ≪ |T1|, so that (7.60) reduces to

q(t) ≈ |T1|
2π

exp

(

−π

(

t − T0

T1

)2
)

+(t−T0)

[

1 − Q

(√
2π(t − T0)

|T1|

)]

. (7.61)

The resulting pulse shape p(t) which then follows from (7.57) is shown in Fig-
ure 7.3(a), for T1 > 0.

Example 7.1

This is illustrated by repeating the simulation in Example 5.2, where the sim-
ulation model has been extended by the SMF block based on the first order
CD model, representing a standard SMF of 30 m for the case that the sources
have a center wavelength of 1550 nm. The resulting output signal of receiver 1
is shown in Figure 7.4(a), where the circles denote the decision samples, the
dashed lines represent the theoretical expected value, and the dotted line shows
the theoretical expected value for the case that there is no CD.

Obviously, ISI occurs: the decision samples depend both on the correspond-
ing bit and the adjacent bits. Especially the bits surrounded by bits with dif-
ferent values result in relatively inaccurate decision samples, in this case for
example at t = 80 ps and t = 280 ps.
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→ t [s]

p(t)

↑

0

1

1 −
T1

π Ts

T1
2π Ts

T0T0–T1 T0+T1T0–Ts T0+Ts

(a) First order CD

→ t [s]

p(t)

↑

0

1

T0T0– 1
10

T2 T0+ 1
10

T2T0–Ts T0+Ts

1 − 0.0341
T2
Ts

0.0279
T2
Ts

0.0062
T2
Ts

(b) Second order CD

Figure 7.3: Shape of the distorted pulse p(t) after integrate-and-dump filter-
ing in case of first and second order CD. The dotted line represents

the undistorted pulse Λ
(

t−T0

Ts

)

and the circles denote approxima-

tions of the samples of p(t).

From symmetry considerations, one can easily see that the maximum value of
the distorted pulse is achieved at t = T0 (so one should choose t0 = T0) and is
given by

p(T0) =
1

Ts

[

q(T0 + Ts) − 2q(T0) + q(T0 − Ts)
]

≈ |T1|
π Ts

[

exp

(

−π

(

Ts

T1

)2
)

− 1

]

+ 1 − 2Q

(√
2πTs

|T1|

)

. (7.62)

Obviously, the peak amplitude of the pulse decreases with increasing |T1|/Ts.
Moreover, ISI occurs as the absolute pulse width is larger than Ts. When

the pulse is sampled at t = t0 (= T0 in this case), the amount of ISI can be
quantified by calculating the pulse amplitudes at time instants t0 + k Ts:

p(t0 + k Ts) =
1

Ts

[

q(t0 + (k − 1)Ts) − 2q(t0 + k Ts) + q(t0 + (k + 1)Ts)
]

≈ |T1|
2π Ts

[

exp

(

−π

(

(k − 1)Ts

T1

)2
)

− 2 exp

(

−π

(

k Ts

T1

)2
)

+exp

(

−π

(

(k + 1)
Ts

T1

)2
)]

− (k − 1)Q

(√
2π(k − 1)Ts

|T1|

)

+ 2k Q

(√
2πk Ts

|T1|

)

− (k + 1)Q

(√
2π(k + 1)Ts

|T1|

)

. (7.63)

These values are plotted as a function of T1 for k = 0, ±1, ±2, ±3 in Fig-
ure 7.5(a).
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→ t [ps]

VLP,1(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

100 200 300

(a) λc = 1550 nm, lf = 30 m
→ t [ps]

VLP,1(t)

[V]

↑

0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

100 200 300

(b) λc = 1310 nm, lf = 1.5 km

Figure 7.4: Simulated output signal of receiver 1 in a 2-channel PA using
BPSK modulation when a bit pattern ’01001101’ is transmitted
at 25 Gbps, for different source center wavelengths λc and fiber
lengths lf

For large arguments, the Q-function can be approximated as [81]

Q(x) ≈ exp
(

− 1
2x2

)

x
√

2π
, (7.64)

so for relatively small values of |T1|, (7.63) can be approximated as

p(t0 + k Ts) ≈























1 − |T1|
π Ts

, k = 0 ,

|T1|
2π Ts

, k = ±1 ,

0 , |k| ≥ 2 .

(7.65)

These values are indicated by the circles in Figure 7.3(a) and the dashed lines in
Figure 7.5(a). From the latter figure it follows that the approximation in (7.65)
holds when |T1| < Ts. Note that the sum of the sample values in (7.65) is indeed
equal to one, as prescribed by (7.55).

Apparently, in case of first order CD with |T1| < Ts, ISI is dominated by
the two directly neighboring pulses, which equally contribute to the ISI. As a
result, the expected value of the output samples VLP(t0 + k Ts) of the low-pass
filter of a two-way phase-synchronized balanced receiver follow from (7.51) as

E
[

VLP(t0 + k Ts)
]

≈ ZTIARpdPx

4LTxLRx
|Hf(fc)|2

[

mk−1 cos(φk−1)p(t0 + Ts)

+ mk cos(φk)p(t0) + mk+1 cos(φk+1)p(t0 − Ts)
]

, (7.66)



i

i

i

i

i

i

i

i

172 Chapter 7. Chromatic fiber dispersion

PSfrag

→ T1 [s]

p(t0 + k Ts)

↑

0
0

0.2

0.4

0.6

0.8

1

Ts 2Ts 3Ts 4Ts

k = 0

k = ±1

k = ±2
k = ±3

(a) First order CD

→ T2 [s]

p(t0 + k Ts)

↑

0
0

0.2

0.4

0.6

0.8

1

10Ts 20Ts 30Ts 40Ts

k = 0

k = −1

k = 1

k = 2
k = 3

(b) Second order CD

Figure 7.5: Sample values p(t0 + k Ts) of the distorted pulse after integrate-
and-dump filtering as a function of T1 (for first order CD) and
T2 (for second order CD). The dotted lines represent the corre-
sponding approximations for small values of T1 and T2.

and for a four-way balanced receiver from (7.53) and (7.54) as

E
[

VLP,I(t0 + k Ts)
]

≈
ZTIARpdPx

8LTxLRx
|Hf(fc)|2

[

mk−1 cos
(

∆φ + φk−1 − 3π
4

)

p(t0 + Ts)

+ mk cos
(

∆φ + φk − 3π
4

)

p(t0)

+ mk+1 cos
(

∆φ + φk+1 − 3π
4

)

p(t0 − Ts)
]

, (7.67)

E
[

VLP,Q(t0 + k Ts)
]

≈
ZTIARpdPx

8LTxLRx
|Hf(fc)|2

[

mk−1 cos
(

∆φ + φk−1 + 3π
4

)

p(t0 + Ts)

+ mk cos
(

∆φ + φk + 3π
4

)

p(t0)

+ mk+1 cos
(

∆φ + φk+1 + 3π
4

)

p(t0 − Ts)
]

. (7.68)

Second order dispersion

In case of second order CD we have |T2| ≫ |T1|, so that (7.60) reduces to

q(t) ≈ u(t − T0)

{

√

(t − T0)T2

2π
exp

(

−4π(t − T0)

T2

)

+

(

t − T0 −
T2

8π

)



1 − 2Q



2

√

2π(t − T0)

T2















, T2 > 0 . (7.69)
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The resulting pulse shape p(t) which then follows from (7.57) is shown in Fig-
ure 7.3(b). (For T2 < 0, the shape would follow by mirroring in t = T0.)

Example 7.2

For illustration, the simulation in Example 7.1 has been repeated, where the
SMF block has been replaced by one that is based on the second order CD
model, representing a standard SMF of 1.5 km for the case that the sources
have a center wavelength of 1310 nm. The resulting output signal of receiver 1
is shown in Figure 7.4(b), where the circles denote the decision samples, the
dashed lines represent the theoretical expected value, and the dotted line shows
the theoretical expected value for the case that there is no CD.

Again, ISI occurs, and the decision samples corresponding to bits sur-
rounded by bits with different values are the least accurate.

The pulse p(t) is no longer symmetric. The position of its maximum value can
be found by calculating the derivative with respect to time

p′(t) =
1

Ts

[

q′(t + Ts) − 2q′(t) + q′(t − Ts)
]

, (7.70)

where

q′(t) = u(t − T0)



1 − 2Q



2

√

2π(t − T0)

T2







 . (7.71)

p(t) achieves it maximum value at t = t0 with p′(t0) = 0 or

u(t0 − T0 + Ts)



1 − 2Q



2

√

2π(t0 − T0 + Ts)

T2









− 2u(t0 − T0)



1 − 2Q



2

√

2π(t0 − T0)

T2









+ u(t0 − T0 − Ts)



1 − 2Q



2

√

2π(t0 − T0 − Ts)

T2







 = 0 . (7.72)

From Figure 7.3(b) it follows that T0 < t0 < T0 + Ts, so that

2Q



2

√

2π(t0 − T0 + Ts)

T2



 − 4Q



2

√

2π(t0 − T0)

T2



 + 1 = 0 . (7.73)

This cannot be solved analytically, so t0 has to determined numerically. Then
the sample values p(t0 + k Ts) follow by substituting the numerical result for t0
in (7.57) and (7.69). In Figure 7.5(b) these values are plotted as a function of
T2 for k = −1, 0, 1, 2, 3.
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For relatively small values of T2, however, the first Q-function in (7.73) can be
neglected, resulting in

Q



2

√

2π(t0 − T0)

T2



 ≈ 1/4 , (7.74)

or

t0 ≈ T0 +

[

Q−1
(

1
4

)

]2

8π
≈ T0 + 0.0181T2 , (7.75)

where the last step was performed numerically. From mirroring it follows that
this also holds for T2 < 0.

The maximum pulse amplitude can now be approximated by

p(t0) =
1

Ts

[

q(t0 + Ts) − 2q(t0) + q(t0 − Ts)
]

≈ 1

Ts

[

q(T0 + 0.0181T2 + Ts) − 2q(T0 + 0.0181T2)
]

≈
√

(0.0181T2 + Ts)T2

2π Ts
exp

(

−4π(0.0181T2 + Ts)

T2

)

−
√

0.0181

π

T2

Ts
exp(−4π 0.0181)

+

[

1 +

(

0.0181 − 1

8π

)

T2

Ts

]



1 − 2Q



2

√

2π(0.0181T2 + Ts)

T2









− 2

(

0.0181 − 1

8π

)

T2

Ts

[

1 − 2Q
(

2
√

2π 0.0181
)]

. (7.76)

For relatively small values of T2, we can approximate

√

(0.0181T2 + Ts)T2

2π Ts
exp

(

−4π(0.0181T2 + Ts)

T2

)

≈ 0 , (7.77)

Q



2

√

2π(0.0181T2 + Ts)

T2



 ≈ 0 , (7.78)

so that we get

p(t0) ≈ 1 −
√

0.0181

π
exp(−4π 0.0181)

T2

Ts
≈ 1 − 0.0341

T2

Ts
. (7.79)
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For calculating the amount of ISI, the pulse amplitudes at time instants t0+k Ts

are calculated. For k < −2 this results in p(t0 + k Ts) = 0 and for k = −1 this
results in

p(t0 − Ts) ≈
q(T0 + 0.0181T2)

Ts
≈

{√
0.0181

2π
exp(−4π 0.0181)

+

(

0.0181 − 1

8π

)

[

1 − 2Q
(

2
√

2π 0.0181
)]

}

T2

Ts
≈ 0.0062

T2

Ts
. (7.80)

For k ≥ 1 one can find

p(t0 + k Ts) ≈
1

Ts

[

q(T0 + 0.0181T2 + (k − 1)Ts) − 2q(T0 + 0.0181T2 + k Ts)

+ q(T0 + 0.0181T2 + (k + 1)Ts)
]

≈

√

(

0.0181T2 + (k − 1)Ts

)

T2

2π Ts
exp



−
4π

(

0.0181T2 + (k − 1)Ts

)

T2





−
√

(0.0181T2 + k Ts)T2

π Ts
exp

(

−4π(0.0181T2 + k Ts)

T2

)

+

√

(

0.0181T2 + (k + 1)Ts

)

T2

2π Ts
exp



−
4π

(

0.0181T2 + (k + 1)Ts

)

T2





+

[

k − 1 +

(

0.0181 − 1

8π

)

T2

Ts

]

·









1 − 2Q









2

√

√

√

√

2π
(

0.0181T2 + (k − 1)Ts

)

T2

















− 2

[

k +

(

0.0181 − 1

8π

)

T2

Ts

]



1 − 2Q



2

√

2π(0.0181T2 + kTs)

T2









+

[

k + 1 +

(

0.0181 − 1

8π

)

T2

Ts

]

·









1 − 2Q









2

√

√

√

√

2π
(

0.0181T2 + (k + 1)Ts

)

T2

















, k ≥ 1 . (7.81)
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For relatively small values of T2, we can approximate

√

(0.0181T2 + kTs)T2

2π Ts
exp

(

−4π(0.0181T2 + kTs)

T2

)

≈ 0 , k ≥ 1 , (7.82)

Q



2

√

2π(0.0181T2 + kTs)

T2



 ≈ 0 , k ≥ 1 . (7.83)

Hence, we can find

p(t0 + Ts) ≈
{√

0.0181

2π
exp(−4π 0.0181)

+

(

0.0181 − 1

8π

)

[

1 − 2Q
(

2
√

2π 0.0181
)]

−
(

0.0181 − 1

8π

)

}

T2

Ts

≈ 0.0279
T2

Ts
, (7.84)

and p(t0 + k Ts) ≈ 0 for k ≥ 2.

In the preceding it has been assumed that T2 > 0. For T2 < 0, the same
results follow by mirroring, resulting in

p(t0 + k Ts) ≈



































0.0062
|T2|
Ts

, k = −1 ,

1 − 0.0341
|T2|
Ts

, k = 0 ,

0.0279
|T2|
Ts

, k = 1 ,

0 , |k| ≥ 2 .

(7.85)

These values are indicated by the circles in Figure 7.3(b) and the dashed lines in
Figure 7.5(b). From the latter figure it follows that the approximation in (7.85)
holds when |T2| < 3Ts. Note that the sum of the sample values in (7.85) is
again one.

Apparently, in case of second order CD with |T2| < 3Ts, ISI is again domi-
nated by the two directly neighboring pulses. The preceding pulse contributes
more than the succeeding pulse, however. The expected value of the output
samples of the integrate-and-dump filters can again be written as in (7.66)
through (7.68).
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7.3.2 Noise variance

The noise variance at the output of the integrate-and-dump filter in a two-way
phase-synchronized balanced receiver follows directly from (7.47), (4.53), (4.54)
and (4.56) as

σ2
VLP(t) = RVLPVLP

(t, t) − E2
[

VLP(t)
]

≈ Z2
TIARpdPxe

2LTxLRxTs
|Hf(fc)|2

∑

k

mkp(t − k Ts)

+
Z2

TIAR2
pdP 2

x τc

32L2
RxL

2
TxTs

|Hf(fc)|4
∑

k

m2
k

[

6 + cos(2φk)
]

pN(t − k Ts)

+
Z2

TIASth

Ts
, (7.86)

where p(t) is defined by (7.52) and pN(t) is defined as

pN(t) ,
∫ ∞

−∞
hCDN(t − ρ)Λ

(

ρ

Ts

)

dρ . (7.87)

In order to evaluate the variances of the decision samples, (7.86) has to be
evaluated at the sample instants t0 +k Ts. Therefore, we need to evaluate both
p(t) and pN(t) at t = t0 + k Ts. For p(t) this has already been done in the
previous subsection; the results are given by (7.65) and (7.85), for first and
second order CD with |T1| < Ts and |T2| < 3Ts, respectively. For pN(t) it can
be done in the same way. For first order CD with |T1| < Ts this results in

pN(t0 + k Ts) = pN(T0 + k Ts) ≈



























1 − |T1|
π
√

2 Ts

, k = 0 ,

|T1|
2π

√
2 Ts

, k = ±1 ,

0 , |k| ≥ 2 ,

(7.88)

and for second order CD with |T2| < 3Ts this results in

pN(t0+k Ts) ≈ pN(T0+0.0181T2+k Ts) ≈



































0.0084
|T2|
Ts

, k = −1 ,

1 − 0.0186
|T2|
Ts

, k = 0 ,

0.0102
|T2|
Ts

, k = 1 ,

0 , |k| ≥ 2 .

(7.89)
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In both cases p(t0 + k Ts) = pN(t0 + k Ts) = 0 for |k| > 2 so that the variance
of the decision samples VLP(t0 + k Ts) follows from (7.86) as

σ2
VLP(t0+k Ts)

≈
Z2

TIARpdPxe

2LTxLRxTs
|Hf(fc)|2

[

mk−1p(t0 + Ts) + mkp(t0) + mk+1p(t0 − Ts)
]

+
Z2

TIAR2
pdP 2

x τc

32L2
RxL

2
TxTs

|Hf(fc)|4
{

m2
k−1

[

6 + cos(2φk−1)
]

pN(t0 + Ts)

+ m2
k

[

6 + cos(2φk)
]

pN(t0) + m2
k+1

[

6 + cos(2φk+1)
]

pN(t0 − Ts)

}

+
Z2

TIASth

Ts
. (7.90)

Similarly the variances and covariance of the output samples VLP,I(t0 + k Ts)
and VLP,Q(t0 + k Ts) follow from (7.48) through (7.50) as

σ2
VLP,I(t0+k Ts)

≈
Z2

TIARpdPxe

4LTxLRxTs
|Hf(fc)|2

[

mk−1p(t0 + Ts) + mkp(t0) + mk+1p(t0 − Ts)
]

+
Z2

TIAR2
pdP 2

x τc

128L2
RxL

2
TxTs

|Hf(fc)|4
{

m2
k−1

[

6 − cos
(

2∆φ + 2φk−1

)]

pN(t0 + Ts)

+ m2
k

[

6 − cos
(

2∆φ + 2φk

)]

pN(t0)

+ m2
k+1

[

6 − cos
(

2∆φ + 2φk+1

)]

pN(t0 − Ts)

}

+
Z2

TIASth

Ts
. (7.91)

σ2
VLP,Q(t0+k Ts)

≈
Z2

TIARpdPxe

4LTxLRxTs
|Hf(fc)|2

[

mk−1p(t0 + Ts) + mkp(t0) + mk+1p(t0 − Ts)
]

+
Z2

TIAR2
pdP 2

x τc

128L2
RxL

2
TxTs

|Hf(fc)|4
{

m2
k−1

[

6 − cos
(

2∆φ + 2φk−1

)]

pN(t0 + Ts)

+ m2
k

[

6 − cos
(

2∆φ + 2φk

)]

pN(t0)

+ m2
k+1

[

6 − cos
(

2∆φ + 2φk+1

)]

pN(t0 − Ts)

}

+
Z2

TIASth

Ts
. (7.92)

CVLP,I(t0+k Ts) ≈
Z2

TIAR2
pdP 2

x τc

128L2
RxL

2
TxTs

|Hf(fc)|4
{

m2
k−1 sin

(

2∆φ + 2φk−1

)

pN(t0 + Ts)

+ m2
k sin

(

2∆φ + 2φk

)

pN(t0)

+ m2
k+1 sin

(

2∆φ + 2φk+1

)

pN(t0 − Ts)

}

. (7.93)
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7.3.3 Phase-synchronized BPSK

In case of phase-synchronized BPSK, the expected value and variance of the
decision samples VLP(t0 + k Ts) at the output of the two-way balanced receiver
follow from (7.66) and (7.90) with mk = 1 and φk = Akπ, where Ak ∈

{

0, 1
}

.
The expected value can be written as

E
[

VLP(t0 + k Ts)
]

≈ ZTIARpdPx

4LTxLRx
|Hf(fc)|2 Bk , (7.94)

where the “distorted” symbol Bk depends on the corresponding bit Ak and its
predecessor Ak−1 and successor Ak+1:

Bk , cos(Ak−1π)p(t0 + Ts) + cos(Akπ)p(t0) + cos(Ak+1π)p(t0 − Ts) , (7.95)

in which the sample values of p(t) are given by (7.65) and (7.85) for first and
second order CD with |T1| < Ts and |T2| < 3Ts, respectively. The resulting
values for Bk for all combinations of Ak−1, Ak and Ak+1 are shown in Table 7.1.

Table 7.1: Distorted symbol values Bk for different bit combinations
Ak−1AkAk+1 for first and second order CD, where it is assumed
that |T1| < Ts and |T2| < 3Ts, respectively

Ak−1 Ak Ak+1
Bk

first order CD second order CD
0 0 0 1 1

0 0 1 1 − |T1|
πTs

1 − 0.0124
|T2|
Ts

0 1 0 −1 +
2|T1|
πTs

−1 + 0.0682
|T2|
Ts

0 1 1 −1 +
|T1|
πTs

−1 + 0.0558
|T2|
Ts

1 0 0 1 − |T1|
πTs

1 − 0.0558
|T2|
Ts

1 0 1 1 − 2|T1|
πTs

1 − 0.0682
|T2|
Ts

1 1 0 −1 +
|T1|
πTs

−1 + 0.0124
|T2|
Ts

1 1 1 −1 −1

The variance follows from (7.90) and (7.55) as

σ2
VLP(t0+k Ts)

≈

Z2
TIA

Ts

[

RpdPxe

2LTxLRx
|Hf(fc)|2 +

7R2
pdP 2

x τc

32L2
RxL

2
Tx

|Hf(fc)|4 + Sth

]

. (7.96)
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Apparently, the variance of the decision samples is not affected by CD in case
of BPSK modulation.

When the bits are assumed to be independent and to take values 0 and 1
with equal probability, then the computed values of Bk are all equally likely.
Hence, the conditional probability density functions of VLP(t0+k Ts) for Ak = 0,
f0(v), and for Ak = 1, f1(v), can be derived. f0(v) and f1(v) each consist of four
Gaussian terms, representing the four possible combinations of Ak−1 and Ak+1.
The resulting bit error probability then follows from (4.70) as

Pe ≈ 1
4Q

(

√

2γBPSK

)

+ 1
2Q

((

1 − |T1|
πTs

)

√

2γBPSK

)

+ 1
4Q

((

1 − 2|T1|
πTs

)

√

2γBPSK

)

, (7.97)

in case of first order CD with |T1| < Ts, and

Pe ≈ 1
4Q

(

√

2γBPSK

)

+ 1
4Q

((

1 − 0.0124
|T2|
Ts

)

√

2γBPSK

)

+ 1
4Q

((

1 − 0.0682
|T2|
Ts

)

√

2γBPSK

)

+ 1
4Q

((

1 − 0.0558
|T2|
Ts

)

√

2γBPSK

)

, (7.98)

in case of second order CD with |T2| < 3Ts, where

γBPSK ,
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (7.99)

with

γsn =
RpdPxTs

16LTxLRxe
|Hf(fc)|2 , (7.100)

γbn =
Ts

7τc
|Hf(fc)|4 , (7.101)

γtn =
R2

pdP 2
xTs

32L2
RxL

2
TxSth

. (7.102)

This result has been derived for a system with just one transmitter and re-
ceiver. It can be shown that the same result also applies to the multiplexing
topologies that have been studied in Chapter 5, when the expressions (7.100)
through (7.102) are replaced by the corresponding expressions in Chapter 5,

provided that the factor |Hf(fc)|2 (the propagation loss in the fiber) is ac-
counted for in the losses in the network Lnw. For a PA, for example, they
should be replaced by (5.20) through (5.22).
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Example 7.3

Consider an example of a PA like in Example 5.2, with N = 16 channels and
optical sources with center wavelength λc = 1550 nm.

In that case, the attenuation is typically α ≈ 0.2 dB/km. When lf is
expressed in kilometers, the total propagation loss is 0.2 lf dB so that the total
losses in the network Lnw can be written as

Lnw ≈ 1.047N2 |Hf(fc)|2 = 1.047 · 162 · 100.02 lf ≈ 268.032 · 100.02 lf . (7.103)

First order CD is dominant with τ ′
g(fc) ≈ −160 ps/(THz·km), so that the

maximum achievable bit rate at Pe = 10−9 can be found numerically using
the approximation in (7.97), provided that the fiber lengths are chosen such
that |T1| < Ts. The remaining parameters are simply chosen the same as in
Example 5.2.

The results are shown in Figure 7.6(a) for coherence times of 80, 100 and 120 fs.
(It can be verified that these results indeed satisfy |T1| < Ts in the considered
fiber length range.)
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(a) λc = 1550 nm
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(b) λc = 1310 nm

Figure 7.6: Maximum bit rate per channel Rb as a function of fiber length lf in
a 16-channel PA with BPSK modulation, for center wavelengths
λc = 1550 nm and λc = 1310 nm

Obviously, the maximum bit rate decreases with increasing fiber length, be-
cause of the increasing CD effect. Note that the optimum coherence time τc

depends on the fiber length lf : for short fibers the maximum bit rate is mainly
determined by the beat noise, so that a small τc should be chosen, whereas
for long fibers, the maximum bit rate is also determined by the CD, so that a
larger τc should be chosen.
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Example 7.4

Now consider the same PA as in Example 7.3, but now with a center wave-
length λc = 1310 nm, which corresponds to the zero-dispersion wavelength of
standard SMF.

In that case, the attenuation is typically α ≈ 0.35 dB/km. When lf is
expressed in kilometers, the total propagation loss is 0.35 lf dB so that the
total losses in the network Lnw can be written as

Lnw ≈ 1.047N2 |Hf(fc)|2 = 1.047 · 162 · 100.035 lf ≈ 268.032 · 100.035 lf . (7.104)

Second order CD is now dominant with τ ′′
g (fc) ≈ 3.3 ps/(THz2·km), so that

the maximum achievable bit rate at Pe = 10−9 can be found numerically using
the approximation in (7.98), provided that the fiber lengths are chosen such
that |T2| < 3Ts. The remaining parameters are simply chosen the same as in
Example 7.3.

The results are shown in Figure 7.6(b) for coherence times of 80, 100 and
120 fs. (It can be verified that these results indeed satisfy |T2| < 3Ts in the
considered fiber length range.)

The results show the same trend as in the previous example: the maximum
bit rate decreases with increasing fiber length, and the lower the coherence
time, the faster the maximum bit rate decreases. The intersection points are
not visible in this graph, because they occur at fiber lengths were |T2| > 3Ts,
so that the approximation in (7.98) is not accurate anymore.

7.3.4 Phase-synchronized OOK

In case of phase-synchronized OOK, the expected value and variance of the
decision samples at the output of the two-way balanced receiver follow from
(7.66) and (7.90) with φk = 0 and mk = Ak with Ak ∈

{

0, 1
}

. The rest of
the procedure for finding the bit error rate is similar as done for BPSK. The
main difference is that the variance of the decision samples VLP(t0 + k Ts) now
also depends on the bit combinations Ak−1AkAk+1. For multiple channels, this
variance even depends on the bit combinations of both the matched transmitter
and the interfering transmitters, resulting in a very complicated expression for
the total bit error probability.

It is expected, however, that the effective degradation due to pulse distortion
is in the same order of magnitude as in the case of BPSK modulation, because
OOK has the same symbol length Ts as BPSK when the bit rates are the same.
Therefore, phase-synchronized OOK is not considered in further detail here.

7.3.5 Phase-synchronized M-ary PSK

In case of phase-synchronized M -ary PSK, the expected value and variance of
the decision samples VLP,I(t0 + k Ts) and VLP,Q(t0 + k Ts) at the output of the
four-way balanced receiver follows from (7.67), (7.68), (7.91) and (7.92) with
mk = 1.
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For QPSK, we have φk = (2Ak + 1)π
4 , where Ak ∈

{

0, 1, 2, 3
}

. The expected
values can then be written as

E
[

VLP,I(t0 + k Ts)
]

≈ ZTIARpdPx

8LTxLRx
|Hf(fc)|2 Bk , (7.105)

E
[

VLP,Q(t0 + k Ts)
]

≈ ZTIARpdPx

8LTxLRx
|Hf(fc)|2 Ck . (7.106)

where

Bk , cos
(

(2Ak−1 + 1)π
4

)

p(t0 + Ts) + cos
(

(2Ak + 1)π
4

)

p(t0)

+ cos
(

(2Ak+1 + 1)π
4

)

p(t0 − Ts) , (7.107)

Ck , sin
(

(2Ak−1 + 1)π
4

)

p(t0 + Ts) + sin
(

(2Ak + 1)π
4

)

p(t0)

+ sin
(

(2Ak+1 + 1)π
4

)

p(t0 − Ts) , (7.108)

and using (7.55) the variances can be written as

σ2
VLP,I(t0+k Ts)

= σ2
VLP,Q(t0+k Ts)

≈

Z2
TIA

Ts

[

RpdPxe

4LTxLRx
|Hf(fc)|2 +

3R2
pdP 2

x τc

128L2
RxL

2
Tx

|Hf(fc)|4 + Sth

]

. (7.109)

For QPSK each symbol Ak represents two bits. From the equations it fol-
lows that the individual detection of the first bit of symbol Ak (which is done
by thresholding VLP,I(t0 + k Ts)) is only affected by the first bits of the sym-
bols Ak−1, Ak and Ak+1, and not by their second bits. Hence, the bit error
probability can be calculated in the similar way as in the previous subsection,
resulting in

Pe ≈ 1
4Q

(√
γQPSK

)

+ 1
2Q

((

1 − T1

πTs

)

√
γQPSK

)

+ 1
4Q

((

1 − T1

2πTs

)

√
γQPSK

)

, (7.110)

in case of first order CD with |T1| < Ts, and

Pe ≈ 1
4Q

(√
γQPSK

)

+ 1
4Q

((

1 − 0.0124
T2

Ts

)

√
γQPSK

)

+ 1
4Q

((

1 − 0.0682
T2

Ts

)

√
γQPSK

)

+ 1
4Q

((

1 − 0.0558
T2

Ts

)

√
γQPSK

)

, (7.111)

in case of second order CD with |T2| < 3Ts, where

γQPSK ,
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (7.112)
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with

γsn =
RpdPxTs

32LTxLRxe
|Hf(fc)|2 , (7.113)

γbn =
Ts

6τc
|Hf(fc)|4 , (7.114)

γtn =
R2

pdP 2
xTs

128L2
RxL

2
TxSth

. (7.115)

For a PA the latter three equations should be replaced by (6.79) through (6.81).

Example 7.5

The calculations in Examples 7.3 and 7.4 are repeated with QPSK and τc =
100 fs. The results are shown in Figure 7.7(a) and 7.7(b), respectively.
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Figure 7.7: Maximum bit rate per channel Rb as a function of fiber length lf
in a 16-channel PA with BPSK or QPSK modulation, for center
wavelengths λc = 1550 nm and λc = 1310 nm

For λc = 1550 nm, BPSK performs slightly better than QPSK for short fiber
lengths, because the two-way balanced BPSK receiver has a lower insertion
loss than the four-way balanced QPSK receiver (also see Example 6.5). QPSK
performs better for long fiber lengths, however, because the symbol time Ts in
case of QPSK is twice as large as the symbol time in case of BPSK modulation,
for the same bit rate Rb. Hence, QPSK is less susceptible to CD.

The same story does not seem to hold for λ = 1310 nm: BPSK is always
better in that situation. This is caused by the fact that the delay spread per
unit length for λ = 1310 nm is smaller than for λ = 1550 nm, so that CD
becomes significant at much longer fiber lengths, whereas the attenuation per
unit length for λc = 1310 nm is larger than for λc = 1550 nm. Hence, the
decrease in maximum bit rate with increasing fiber length in Figure 7.7(b) is
mainly caused by attenuation rather than by CD.
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This is confirmed by the results in Figure 7.8(a) and 7.8(b), where the compu-
tations have been repeated for an 8-channel PA.

In that case, there is less beat noise and less splitting loss, so that the bit
rates that can be achieved are much larger. Hence, CD becomes significant at
shorter fiber lengths, so that attenuation becomes less of an issue, and QPSK
becomes better than BPSK. The difference is small for the considered fiber
lengths, however. (For longer fiber lengths, the approximations for the bit
error rates no longer hold.)
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Figure 7.8: Maximum bit rate per channel Rb as a function of fiber length lf
in an 8-channel PA with BPSK or QPSK modulation, for center
wavelengths λc = 1550 nm and λc = 1310 nm

The bit error rate analysis for M -ary PSK with M ≥ 8 is a lot more compli-
cated: it can be verified that the expression for the symbol error rate consists
of 1

2M2 terms, because each symbol value has a different effect on neighboring
symbols. Therefore, M -ary PSK with M ≥ 8 is not further considered here.

7.4 Equalization techniques

In the previous section it has been shown that the performance of a CM system
can be significantly affected by ISI when no special measures are taken to cope
with the CD in the transmission fiber.

In this section some possible strategies for combating the ISI will be dis-
cussed briefly. These can be divided in electrical and optical equalization tech-
niques.
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7.4.1 Electrical equalization techniques

A first approach for improving the performance of a CM system suffering from
CD is to consider the entire CM system in Figure 7.1 —from the modulator
input in the transmitter to the low-pass filter input in the receiver— as a
black box. In the previous sections it has been shown that, for relatively
narrowband modulating signals, this black box can be considered as a time-
invariant linear low-pass filter with (normalized) impulse response (7.25) and
transfer function (7.30). When BPSK or QPSK modulation is performed, the
behavior of the noise is not affected by CD, and the portion that spectrally
coincides with the modulating signals can be considered as white and Gaussian
distributed.

A straightforward approach is hence to consider the CM system as a band-
limited additive white Gaussian noise (AWGN) channel, and then apply known
transmission concepts like pulse-shaping, correlative coding, linear equaliza-
tion, decision-feedback equalization (DFE) and/or maximum likelihood se-
quence estimation (MLSE); see for example [81] for an extensive discussion
of such techniques. Linear equalization and DFE have actually been illus-
trated for point-to-point LED transmission over single-mode fiber [86, 87] and
an OCDM system based on periodic spectral coding [88].

For an AWGN channel it follows from Shannon’s capacity theorem [89] that
the maximum transmission rate of binary digits that can be accommodated at
an arbitrarily low error rate is limited by the bandwidth of the channel and the
signal-to-noise ratio. The error rate can be made arbitrarily small by applying
a suitable combination of the techniques mentioned above. When transmission
is performed at a higher rate, the error rate cannot be made arbitrarily small,
no matter what kind of equalization is performed.

Similarly, the black box model of a CM system with a given number of
channels, center wavelength, coherence time and fiber length has a limited
bandwidth due to CD, and a limited signal-to-noise ratio due to optical beat
interference. Hence, there is a bound to the transmission rate with arbitrarily
small bit error rate that can be achieved by applying any of the electrical
equalization techniques mentioned above.

7.4.2 Optical equalization techniques

A more effective approach is to increase the bandwidth of the black box by
reducing the CD in the fiber. This can be done by using dispersion-shifted
fiber (DSF) or dispersion-flattened fiber (DFF) instead of standard SMF, or
by cascading a standard SMF with dispersion-compensating fiber (DCF) [49].
The disadvantage of DSF and DFF is that they are significantly more expensive
than standard SMF, and hence not desirable for installation in typical CM
applications like LANs and access networks. The main disadvantage of DCF
is that its length has to be adapted to the length of the SMF to which it is
cascaded, which increases installation costs.
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The best solution from a cost point of view is probably to integrate a dispersion-
compensating device with the MZI in the optical receiver circuit. The main
design criteria for such a device would be to have it match the fiber’s dispersion
characteristic over a large wavelength range (tens of nanometers) and to make
it (easily) tunable with a tuning range that corresponds to the proper fiber
length range. This is not considered in further detail here.

7.5 Conclusions

It has been shown both by analysis and simulation that the performance of
CM systems can be degraded by attenuation and CD in the transmission fiber,
depending on optical center wavelength, coherence time, fiber length and band-
width of the modulating signal. In case of significant CD, the output signal of
the receiver suffers from ISI, resulting in a significant reduction of the maximum
bit rate that can be achieved when no further measures are taken.

Furthermore it has been shown that —in cases where the performance of
the system is determined by CD rather than by losses— QPSK modulation
results in a better performance than BPSK modulation, since BPSK requires
a higher symbol rate than QPSK for the same bit rate.

Moreover the performance can be improved by applying equalization tech-
niques. This can be done either electrically or optically. The latter is the
most effective because it results in a fundamental increase of the transmission
bandwidth that the CM system accommodates.

Part of the results that have been presented in this chapter were published
in [90].
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Chapter 8

Radio-frequency signal
distribution

8.1 Introduction

In the previous chapters CM has been considered as a means to multiplex
digital signals through a common optical fiber cable. In this chapter it will be
shown that CM can also be used to multiplex analog signals. More specifically,
the aim is to investigate the applicability of CM as a means to distribute radio-
frequency (RF) signals, or in other words, to use CM as an optical RF feeder
technology.

The need for RF feeder technologies has been given impetus by the recent
interest in cellular wireless communications systems. As an example, consider
the indoor wireless access system in Figure 8.1.

The main issue in such a system is that the high transmission frequencies of
modern wireless access systems (several GHz up to several tens of GHz) limit
the transmission range of the mobile terminals (MTs) to relatively small cells.
Therefore, many radio access points (RAPs) are required in order to provide
coverage to the MTs such that they can connect to the central node (CN) from
anywhere in the envisioned service area. Moreover, the deployment density
might even be increased further in case a large number of MTs are to be
supported in a relatively small service area.

A second issue is that wireless transmission requires quite some complicated
functions like coders, modulators and frequency upconverters (mixers). If the
corresponding hardware were installed in the RAPs, this would make a wireless
access system very expensive, especially in case a lot of RAPs are required in
order to provide coverage over a large area.

A less expensive alternative could be to concentrate functionalities like cod-
ing, modulation and mixing in the CN and hence convert the signals into air
wave format prior to distributing them through the access network, so that the
CN in fact acts as a remote base station.

189



i

i

i

i

i

i

i

i

190 Chapter 8. Radio-frequency signal distribution

RAP

RAP

RAP

RAP

CN MTMT

MT

MT

f1

f1

f2

f3

Figure 8.1: Example of a simple indoor wireless access system
(CN=central node, RAP=radio access point, MT=mobile termi-
nal)

Since copper cables do not provide enough bandwidth to distribute such sig-
nals over reasonable distances, optical fiber should be used as a transmission
medium. In that case, the RAPs only need to contain an opto-electronic con-
verter and a power amplifier. This concept is known as Radio over Fiber (RoF)
transmission [91]. Besides the reduced RAP complexity, RoF shares common
advantages with other optical fiber communication techniques, such as relia-
bility, transparency and low attenuation and dispersion (see Section 1.1). De-
pending on the required number of RAPs, RoF could hence result in a less
expensive, more reliable and more flexible access system with a larger network
span than in the case where all the RAPs are full base stations, connected by
copper transmission media.

When part of the network consists of a common transmission fiber, optical
multiplexing is required in order to enable the CN to distribute signals to several
RAPs at the same time and hence serve multiple MTs simultaneously. Because
of its potentially simple implementation, CM could be an interesting candidate
to distinguish between RAPs. Moreover, SCM (see Subsection 1.4.3) could be
used on top of CM [92–94], for example to support multiple MTs through the
same RAP, or to support multi-carrier modulation formats.

In the next section coherence multiplexing and demultiplexing of individual
RF signals will be discussed, both for PM and IM. The impact of CD and noise
on the performance will be analyzed. Section 8.3 will describe how the methods
described in Chapter 6 (phase synchronization, self-heterodyning and phase
diversity detection) can be used to stabilize the output of a CM receiver in case
of RF modulation. In Section 8.4 it will be explained how multiple RF signals
can be simultaneously transmitted through the same CM channel by means
of SCM, and how this affects the noise performance and the applicability of
the above-mentioned output stabilization methods. The chapter will end with
conclusions.
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8.2 Coherence (de)multiplexing of radio-frequency
signals

We start with the simple case that each CM channel in a PA with N transmit-
ters and balanced receivers conveys only one RF signal. The low-pass filters in
the receivers (see Figure 4.12) are replaced by band-pass filters with impulse
response hBP(t), and each receiver r is assumed to be matched to transmitter r
on a coherence time scale (so |TRx,r − TTx,r| ≪ τc ∀ r and |TRx,r − TTx,i| ≫ τc

for r 6= i). Phase modulation and intensity modulation will be considered
separately in the following two subsections. Then the impact of CD will be
described and analyzed, followed by an analysis of the noise performance.

8.2.1 Phase modulation (PM)

When PM is applied to modulate the RF signals onto the CM channels, each
modulating signal φmod,i(t) can be written as

φmod,i(t) = βi(t) sin
(

2πfit + ψi(t)
)

, (8.1)

where βi(t), fi and ψi(t) are the amplitude, carrier frequency and phase of
the RF signal, respectively. The behavior of βi(t) and ψi(t) depends on the
RF signal format, which is for example prescribed by a corresponding wireless
transmission standard.

When CD is neglected (we will come back to this later), the expected value
of the output signal VBP,r(t) of the band-pass filter in receiver r follows from
(6.3) as

E
[

VBP,r(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP(t − ρ)

· cos
(

∆φr + βr(ρ) sin
(

2πfrt + ψr(ρ)
))

dρ . (8.2)

where ∆φr , 2πfc(TRx,r − TTx,r). Using the trigonometric identity

cos(x + y) = cos x cos y − sinx sin y , (8.3)

this can be written as an expression that contains terms of the form cos(β sin Φ)
and sin(β sinΦ), where β = βr(t) and Φ = 2πfrt+ψr(t). Using a Fourier series
expansion these can be written as

cos(β sinΦ) =
∑

n

Jn(β) cos(nΦ) , (8.4)

sin(β sinΦ) =
∑

n

Jn(β) sin(nΦ) , (8.5)
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where the Fourier coefficients Jn(.) are Bessel functions of the first kind and
order n:

Jn(x) ,
1

2π

∫ 2π

0

cos(x sin θ − n θ) dθ . (8.6)

Consequently, we can write

E
[

VBP,r(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP(t − ρ)

·
[

cos(∆φr)
∑

n

Jn

(

βr(ρ)
)

cos
(

2π nfr ρ + nψr(ρ)
)

− sin(∆φr)
∑

n

Jn

(

βr(ρ)
)

sin
(

2π nfr ρ + nψr(ρ)
)

]

dρ . (8.7)

From (8.6) one can verify that Bessel functions satisfy the following property

J−n(x) = (−1)nJn(x) , n ∈ Z , (8.8)

so that we get

E
[

VBP,r(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP(t − ρ)

·











cos(∆φr)






J0

(

βr(ρ)
)

+ 2

∞
∑

n=2
n even

Jn

(

βr(ρ)
)

cos
(

2π nfr ρ + nψr(ρ)
)







−2 sin(∆φr)
∞
∑

n=1
n odd

Jn

(

βr(ρ)
)

sin
(

2π nfr ρ + nψr(ρ)
)











dρ . (8.9)

Apparently, harmonic distortion occurs due to the intrinsic non-linearity of the
demodulation principle. As a result, the output signal contains a baseband
term and an infinite sum of RF terms with carrier frequencies that are integer
multiples of fr. The desired part is the RF term with carrier frequency fr.
Hence, the band-pass filter should be dimensioned such that this term is com-
pletely passed and the other terms are completely suppressed. The amplitude
of the resulting signal can be optimized by setting ∆φr = 3π

2 (how to do this
will be discussed in Section 8.3), resulting in

E
[

VBP,r(t)
]

=
ZTIARpdPx

2LTxLRxLnw

∣

∣HBP(fr)
∣

∣J1

(

βr(t)
)

sin
(

2πfr t + ψr(t)
)

, (8.10)

where HBP(f) is the transfer function of the band-pass filter. An irrelevant
phase shift has been omitted.

The relation between the amplitude of this signal and the amplitude βr(t)
of the RF signal is non-linear. This follows from Figure 8.2, where the first
order Bessel function of the first kind J1(.) has been plotted.
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→ x

J1(x)

↑
0

0

0.2

0.4

0.6

-0.2

-0.4

-0.6

2 4 6

Figure 8.2: First order Bessel function of the first kind

Hence, when the RF feeder system is used in an application where the ampli-
tude βr(t) of the RF signal is modulated by an analog signal (like for example
in analog TV distribution) or by means of a multilevel digital modulation tech-
nique (like for example M -ary PAM or QAM), then βr(t) should be kept in
such a range that J1(x) can be approximated by its first order Taylor expan-
sion (dashed line):

J1(x) ≈ 1
2x . (8.11)

It can be shown that the relative error is smaller than 1% when |x| < 0.2819.
Hence, when

∣

∣βr(t)
∣

∣ < 0.2819, the output signal of the band-pass filter can be
approximated as

E
[

VBP,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

∣

∣HBP(fr)
∣

∣βr(t) sin
(

2πfr t + ψr(t)
)

. (8.12)

On the other hand, when the RF feeder system is used in an application where
βr(t) is a constant β (or eventually: when βr(t) only takes the values 0 and β),
then the amplitude of the output signal can be maximized by choosing β such
that J1(β) is maximized. Since the derivative of J1(.) is given by

J′1(x) = J0(x) − J1(x)

x
, (8.13)

we find
β J0(β) = J1(β) . (8.14)

Numerically solving for β then results in

β ≈ 1.8412 ⇒ J1(β) ≈ 0.5819 , (8.15)

so that the output signal with maximum amplitude is given by

E
[

VBP,r(t)
]

≈ 0.291ZTIARpdPx

LTxLRxLnw

∣

∣HBP(fr)
∣

∣ sin
(

2πfr t + ψr(t)
)

. (8.16)
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8.2.2 Intensity modulation (IM)

Since, as a rule, broadband sources cannot be directly modulated by signals
in the GHz range, IM by RF signals should be applied by means of external
modulation, for example by means of an MZI or an electro-absorption mod-
ulator. In general, external intensity modulators have a non-linear relation
between the modulating signal and the modulated intensity at the output.
Hence, when external IM is applied in a CM system for distributing RF sig-
nals, the non-linearity already occurs in the modulation (whereas it occurs in
the demodulation in case of PM).

In this subsection, it will be assumed that IM is performed by means of an
MZ-based intensity modulator. In case of RF modulation it can be shown that
the effective modulating signal of such a modulator is given by

mmod,i(t) = 1
2

[

1 + sin
(

βi(t) sin
(

2πfit + ψi(t)
))]

. (8.17)

Using (8.5) and (8.8) this can be written as

mmod,i(t) = 1
2 +

∞
∑

n=1
n odd

Jn

(

βi(t)
)

sin
(

2π nfit + nψi(t)
)

. (8.18)

The resulting output signal of the band-pass filter in a matched receiver can
be found by substituting this in (6.3), resulting in

E
[

VBP,r(t)
]

=
ZTIARpdPx

8LTxLRxLnw
cos(∆φr)

∫ ∞

−∞
hBP(t − ρ)

·






1 + 2

∞
∑

n=1
n odd

Jn

(

βr(t)
)

sin
(

2π nfrt + nψr(t)
)






dρ . (8.19)

Apparently, the output signal now contains a baseband term and RF terms
with frequencies that are odd multiples of fr. In contrary to the PM case,
all terms have amplitudes that are proportional to cos(∆φr), so ∆φr = 0
should be chosen to maximize the amplitude of the desired term. (This will be
further discussed in Section 8.3.) Furthermore, the band-pass filter should be
dimensioned such that only the desired RF signal (with carrier frequency fr)
is passed through, resulting in

E
[

VBP,r(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∣

∣HBP(fr)
∣

∣J1

(

βr(t)
)

sin
(

2πfrt + ψr(t)
)

. (8.20)

This is the same as (8.10), apart from a factor 1/2. Hence, βr(t) should be
optimized in the same way as for PM, resulting in an output signal that is
6 dB weaker.



i

i

i

i

i

i

i

i

8.2. Coherence (de)multiplexing of radio-frequency signals 195

Another disadvantage of IM is that puts similar requirements on the CMRR
of the balanced detector configuration as in the case of OOK modulation, as
described in Subsection 4.8.3, because both the common terms and the dif-
ferential terms contain both baseband and RF terms when IM is performed.
Hence, when the balanced detector is not well-balanced, crosstalk between the
CM channels will occur when two or more CM channels carry RF signals with
the same carrier frequency. Note that this does not occur for PM, because the
common terms in the photodiode currents are then baseband terms whereas
the differential terms appear at RF.

8.2.3 Chromatic dispersion

As we have seen in the previous chapter, the influence of CD on the expected
output signal of the receiver filter can be modeled by the insertion of a linear
time-invariant low-pass filter with an impulse response hCD(t) that is given
by (7.25) and transfer function HCD(f) that is given by (7.30). In case of
RF signal distribution this can have two effects:

1. The RF carrier is reduced in amplitude when
∣

∣HCD(fr)
∣

∣ is significantly
smaller than 1;

2. The envelope of the RF carrier is distorted due to amplitude distortion
and/or group delay dispersion of HCD(f) in the frequency range of the
RF signal.

When we consider PM, the expected output signal of the band-pass filter can
be found using (7.17) and (8.10), resulting in

E
[

VBP,r(t)
]

=
ZTIARpdPx

2LTxLRxLnw

∣

∣Hf(fc)
∣

∣

2∣
∣HBP(fr)

∣

∣

·
∫ ∞

−∞
hCD(ρ)J1

(

βr(t − ρ)
)

sin
(

2πfr(t − ρ) + ψr(t − ρ)
)

dρ . (8.21)

When the bandwidths of βr(t) and ψr(t) are much smaller than the bandwidth
of hCD(t), or in other words, when βr(t) and ψr(t) change only negligibly on a
time scale in the order of the duration of hCD(t), this can be written as

E
[

VBP,r(t)
]

≈ ZTIARpdPx

2LTxLRxLnw

∣

∣Hf(fc)
∣

∣

2∣
∣HBP(fr)

∣

∣

· J1

(

βr(t)
)

∫ ∞

−∞
hCD(ρ) sin

(

2πfr(t − ρ) + ψr(t)
)

dρ . (8.22)

Since hCD(t) is the inverse Fourier transform of HCD(f), this can be written as

E
[

VBP,r(t)
]

≈ ZTIARpdPx

2LTxLRxLnw

∣

∣Hf(fc)
∣

∣

2∣
∣HBP(fr)

∣

∣

·
∣

∣HCD(fr)
∣

∣J1

(

βr(t)
)

sin
(

2πfrt + ψr(t)
)

, (8.23)

where an irrelevant constant phase shift has been omitted.
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Apparently, the effect of CD on the RF signal at the output of the band-
pass filter can then be modeled by a power penalty of −20 log

∣

∣HCD(fr)
∣

∣ dB.
Using (7.33) and (7.35) this becomes

−20 log
∣

∣HCD(fr)
∣

∣ dB ≈ 27.29f2
r T 2

1 dB , (8.24)

when first order CD is dominant, and

−20 log
∣

∣HCD(fr)
∣

∣ dB ≈ 5 log
(

1 + 1
4f2

r T 2
2

)

dB , (8.25)

when second order CD is dominant.

Example 8.1

As an example, consider the case where the proposed RF signal distribution
concept is applied in an indoor distribution network for 11 Mbps wireless LAN,
according to the IEEE 802.11b standard [95]. It operates in the 2.4 GHz
Industrial, Scientific and Medical (ISM) band.

A reasonable network span for such an indoor network would be lf = 500 m,
and it is assumed that standard SMF is used. If optical sources with a center
wavelength λc = 1550 nm and coherence time τc = 0.1 ps were used, first order
CD would be dominant. Using (7.23) and (2.56) one can then find

T1 = −500 · 160 · 10−27

√
2 · 0.1 · 10−12

s ≈ −0.57 ns . (8.26)

From (7.29) it then follows that this corresponds to a root-mean-square delay

σT =
0.57 · 10−9

√
2π

s ≈ 90 ps . (8.27)

In the 11 Mbps mode, IEEE 802.11b uses complementary code keying (CCK)
modulation as a direct sequence spread spectrum (DSSS) technique, with a chip
rate of 11 Mcps. The coded chips are transmitted using QPSK modulation. The
resulting effective channel bandwidth after spectral shaping is approximately
17 MHz. Hence, the envelope of the RF signals can be assumed constant on a
time scale in the order of the duration of hCD(t), so that envelope distortion
can indeed be neglected.

The RF carrier itself cannot be assumed constant on such a time scale,
so its amplitude will reduce due to CD: using (8.24) a penalty at 2.4 GHz of
approximately 50 dB can be calculated. Apparently, sources with λc = 1550 nm
and τc = 0.1 ps are not suitable for distributing 2.4 GHz signals over 500 m of
non-equalized standard SMF.
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Example 8.2

If optical sources with center wavelength λc = 1310 nm were used instead,
second order CD would be dominant. Using (7.24) and (2.58) one can then
find

T2 =
500 · 3.3 · 10−39

(0.1 · 10−12)
2 s ≈ 0.17 ns . (8.28)

From (7.29) it then follows that this corresponds to a root-mean-square delay

σT =
0.17 · 10−9

4π
√

2
s ≈ 9.3 ps . (8.29)

Hence, both the envelope and the RF carrier itself can be assumed constant on a
time scale in the order of the duration of hCD(t), so both envelope distortion and
RF carrier amplitude reduction can be neglected. This also follows from (8.25):
the penalty at 2.4 GHz is approximately 0.1 dB, which is negligible.

8.2.4 Noise performance

The influence of noise can be analyzed by calculating the variance of the out-
put signal of the band-pass filter VBP,r(t). It will be assumed that CD can be
neglected, and that each balanced receiver is phase-synchronized to the corre-
sponding transmitter. PM is considered, because a PM receiver is more robust
to detector imbalances and can be phase-synchronized more easily than an
IM receiver. Using (5.14) and (8.1), one can find

σ2
VBP,r(t) = RVBP,rVBP,r

(t, t) − E2
[

VBP,r(t)
]

≈ Z2
TIARpdPxeN

2LTxLRxLnw

∫ ∞

−∞
h2

BP(ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

∫ ∞

−∞
h2

BP(ρ)

[

4N2 + 2N

+ cos

(

2∆φr + 2βr(t − ρ) sin
(

2πfr(t − ρ) + ψr(t − ρ)
)

)]

dρ

+ Z2
TIASth

∫ ∞

−∞
h2

BP(ρ) dρ . (8.30)

In Subsection 8.2.1 we have seen that ∆φr should be set to 3π
2 in order to

achieve a maximum output signal amplitude. Using (8.4) and (8.8) we can
then write

cos

(

2∆φr + 2βr(t − ρ) sin
(

2πfr(t − ρ) + ψr(t − ρ)
)

)

= −J0

(

2βr(t − ρ)
)

− 2
∞
∑

n=2
n even

Jn

(

2βr(t − ρ)
)

cos
(

2π nfr(t − ρ) + nψr(t − ρ)
)

. (8.31)
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For convenience it is assumed that the modulation of the RF carrier does not
affect the variance at the output of the band-pass filter, so we take βr(t) = β
and ψr(t) = ψ. This results in

σ2
VBP,r(t) ≈

Z2
TIARpdPxeN

2LTxLRxLnw

∫ ∞

−∞
h2

BP(ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

∫ ∞

−∞
h2

BP(ρ)

[

4N2 + 2N − J0(2β)

− 2

∞
∑

n=2
n even

Jn(2β) cos
(

2π nfr(t − ρ) + nψ
)

]

dρ

+ Z2
TIASth

∫ ∞

−∞
h2

BP(ρ) dρ . (8.32)

By writing the impulse response hBP(t) as the inverse Fourier transform of the
transfer function HBP(f) of the band-pass filter, this becomes

σ2
VBP,r(t) ≈

Z2
TIARpdPxeN

2LTxLRxLnw

∫ ∞

−∞
|HBP(f)|2 df

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

{

[

4N2 + 2N − J0(2β)
]

∫ ∞

−∞
|HBP(f)|2 df

−
∞
∑

n=2
n even

Jn(2β)

[

exp(j 2π nfrt + jnψ)

∫ ∞

−∞
HBP(f)HBP(n fr − f) df

+exp(−j 2π nfrt − jnψ)

∫ ∞

−∞
HBP(f)HBP(−n fr − f) df

]

}

+ Z2
TIASth

∫ ∞

−∞
|HBP(f)|2 df . (8.33)

The time-varying terms can be removed by averaging over time, resulting in

〈

σ2
VBP,r(t)

〉

≈ 2Z2
TIA

∣

∣HBP(fr)
∣

∣

2
WBP

{

RpdPxeN

2LTxLRxLnw

+
R2

pdP 2
x

[

4N2 + 2N − J0(2β)
]

τc

32L2
TxL

2
RxL

2
nw

+ Sth

}

, (8.34)

where < . > denotes time-averaging, and WBP is the equivalent noise band-
width of the band-pass filter [53]:

WBP ,

∫ ∞

0

∣

∣HBP(f)
∣

∣

2
df

∣

∣HBP(fr)
∣

∣

2 . (8.35)
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The carrier-to-noise ratio (CNR) at the output of the band-pass filter now
follows from (8.10) and (8.34) as

CNRBP =

〈

E2
[

VBP,r(t)
]〉

〈

σ2
VBP,r(t)

〉 =
(

CNR−1
sn + CNR−1

bn + CNR−1
tn

)−1

(8.36)

where

CNRsn =
RpdPx

〈

J2
1

(

βr(t)
)〉

8N LTxLRxLnweWBP
, (8.37)

CNRbn =
2
〈

J2
1

(

βr(t)
)〉

[4N2 + 2N − J0(2β)] τcWBP
, (8.38)

CNRtn =
R2

pdP 2
x

〈

J2
1

(

βr(t)
)〉

16L2
TxL

2
RxL

2
nwSthWBP

, (8.39)

are the carrier-to-shot noise ratio, carrier-to-beat noise ratio, and carrier-to-
thermal noise ratio, respectively.

Example 8.3

Now consider an 11 Mbps WLAN distribution network like considered in Ex-
ample 8.1 and 8.2, with N RAPs and hence N coherence modulators and de-
modulators, in a parallel array configuration. The optical sources have center
wavelength λc = 1310 nm so that CD can be neglected. For the remain-
ing parameters of the optical distribution network the same values as in Ex-
ample 5.2 are assumed. The propagation loss at λc = 1310 nm is typically
α = 0.35 dB/km, which comes to a total loss of 0.175 dB (1.041) for 500 m of
fiber. Hence, the total network loss comes to Lnw ≈ 1.047 ·1.041N2 ≈ 1.090N2.

The band-pass filters are assumed to have an equivalent noise bandwidth
that equals the effective channel bandwidth of the CCK-spreaded RF carriers,
so WBP = 17 MHz.

Although the spectral shaping will result in a fluctuation of the ampli-
tude βi(t) of the RF carriers, it will be assumed that this does not significantly
affect the performance, so we assume that βi(t) = β. When β is then chosen
such that the amplitude of the RF signal at the output of the band-pass filter
is maximized (see Subsection 8.2.1), we have

β ≈ 1.8412 ⇒ J1(β) ≈ 0.5819 (8.40)

J0(2β) ≈ −0.3982 . (8.41)

When all N channels are active, the CNR at the output of the band-pass filter
in each RAP then follows from (8.36). The resulting CNR has been plotted as
a function of the number of channels N in Figure 8.3.

A criterion for the minimum CNR at the output of the band-pass filter can
be formulated by considering the performance of the receiver in the MT.
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→ N

CNR

[dB]

↑

CNRBP

CNRsn

CNRbn

CNRtn
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20
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30
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40
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Figure 8.3: Carrier-to-noise ratios at the output of the band-pass filter as a
function of number of RAPs N in a WLAN IEEE 802.11b distri-
bution network based on CM

The detected signal in the MT consists of three parts:

• the desired signal, S(t);

• the noise that is introduced by the optical distribution system, Nopt(t);

• the noise that is introduced in the amplifier of the MT itself, NMT(t).

S(t) + Nopt(t) can be considered as an attenuated version of the output signal
of the band-pass filter VBP,r(t), so the CNR at the output of the band-pass
filter is equal to the ratio of the powers of S(t) and Nopt(t):

CNRBP =
PS

PNopt

. (8.42)

The CNR at the MT is equal to the ratio of the power of S(t) and the total
power in Nopt(t) and NMT(t):

CNRMT =
PS

PNopt
+ PNMT

. (8.43)

Without the optical distribution system, the CNR at the MT would have been

CNR′
MT =

PS

PNMT

, (8.44)

provided that the conditions for the wireless interface remain the same.
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Suppose that we allow the optical distribution system to introduce a penalty
of at most 1 dB to the link budget of the wireless interface. We can then write

CNR′
MT = 100.1CNRMT . (8.45)

Combining (8.42) through (8.45) it can be found that the required CNR at the
output of the band-pass filter is related to the required CNR at the MT as

CNRBP =
[

CNR−1
MT −

(

CNR′
MT

)−1
]−1

=
CNRMT

1 − 10−0.1
≈ 4.86CNRMT , (8.46)

so the CNR at the output of the band-pass filter should be approximately
6.9 dB higher than the CNR at the MT.

Since the CCK modulation does not provide any processing gain in the
11 Mbps mode (the chip rate is equal to the bit rate in that case), the CNR
per bit after despreading is approximately equal to the CNR per chip of the
received signal. Since QPSK modulation is used, the bit error rate follows
from [81]

Pe ≈ Q
(

√

CNRMT

)

. (8.47)

Hence, the CNR at the MT should be approximately 9.6 (9.8 dB) in order
to have a bit error rate of 10−3. This requires a CNR at the output of the
band-pass filter of 9.8 dB + 6.9 dB = 16.7 dB. This value is represented by the
dashed line in Figure 8.3.

Given the requirement it follows that at most 41 RAPs can be supported
using this RF distribution concept, and that this number is mainly determined
by the amount of beat noise that arises when 41 CM channels are active.

In cases like this example, where the maximum number of RAPs is limited by
beat noise, the number of RAPs can be further increased by simply increasing
the number of CM transmitters and receivers, and letting them operate in
burst-mode. Only a limited number of RAPs can be active at the same time,
and CM channels that correspond to inactive RAPs are simply turned off.
(Hence, the maximum number of MTs that can simultaneously be supported
in such a system is smaller than the number of RAPs.) Increasing the number of
RAPs will also increase the combining and splitting loss in the optical network,
however, so that thermal noise might become a limiting factor. This can be
compensated for by using tunable CM transmitters, so that the number of
transmitters can be the same as the maximum number of active RAPs, which
reduces the combining loss.

Another option to improve the carrier-to-beat noise ratio is to use the SIRL
system as CM topology instead of the PA (see Chapter 5). This cannot be
used in the return path, however.
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8.3 Output stabilization

As already noted in Section 8.2, coherence demodulation of RF-modulated
CM channels still requires special measures in order to account for small dif-
ferences between the delays in a matched transmitter-receiver pair, and hence
stabilize the receiver output signal. In this section, the three solutions that were
discussed in Chapter 6 (phase synchronization, self-heterodyning and phase di-
versity) will be reconsidered in the context of RF feeding.

8.3.1 Phase synchronization

In Subsection 6.3.1 we have seen that in the case of digital modulation, the
desired signal has an amplitude that is proportional to cos(∆φr) (where ∆φr ,
2πfc(TRx,r−TTx,r)), so that a feedback loop is required which controls the value
of ∆φr to 0 or a (small) integer multiple of 2π. This is done using a frequency
dithering technique, in order to create a signal that is proportional to sin(∆φr)
so that the value of ∆φr can be unambiguously controlled.

In case of RF modulation by means of PM, however, it follows from (8.9)
that the amplitude of the output signal is proportional to − sin(∆φr). Hence,
the value of ∆φr should be locked to 3π

2 (plus an integer number of 2π, eventu-
ally), which could be done if a signal proportional to cos(∆φr) were available.
It also follows from (8.9), however, that the signal at the input of the band-pass
filter also contains a baseband term with an amplitude that is proportional to
cos(∆φr). When the input signal of the band-pass filter is also fed to a low-pass
filter with impulse response hLP(t) such that all the RF terms are suppressed,
then the output signal of this filter is given by

E
[

VLP,r(t)
]

=
ZTIARpdPx

4LTxLRxLnw
cos(∆φr)

∫ ∞

−∞
hLP(t − ρ)J0

(

βr(ρ)
)

dρ . (8.48)

A suitable control signal results when the low-pass filter also suppresses vari-
ations in βr(t), if necessary. Note that frequency dithering is not required for
synchronization in this case.

This cannot be applied in case of RF modulation by IM, since in that
case, it follows from (8.19) that all the terms have amplitudes proportional
to cos(∆φr). As a result, one has to refer to frequency dithering in case of IM.

8.3.2 Self-heterodyning

Alternatively, self-heterodyning can be applied in either the transmitters or the
receivers, as described in Subsection 6.3.2. In the particular case of RF distri-
bution, this can be done by using a frequency shift fs that is equal to the RF fre-
quency fr, and modulate the CM channels by the corresponding RF amplitude
and phase, so mmod,r(t) = βr(t) (with 0 ≤ βr(t) ≤ 1) and φmod,r(t) = ψr(t).
From (6.11) it follows that the output signal is then given by

E
[

Vout,r(t)
]

≈ ZTIARpdPx

4LTxLRxLnw
βr(t) cos

(

2πfrt + ∆φr + ψr(t)
)

. (8.49)
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No harmonic distortion occurs so that an even stronger output signal can be
obtained which is inherently stable.

For the downlink, the frequency shifter should be put in the transmitters,
since these are all located in the central node so that an RF oscillator can be
shared by the transmitters that transmit CM channels containing RF signals
with the same carrier frequency.

The problem is that this concept cannot be applied in the uplink, since
the input signals of the transmitters for the return path are already in modu-
lated RF format.

8.3.3 Phase diversity detection

A third option for stabilizing the output signal of the receiver is to use a phase
diversity receiver. IM and PM require different receiver structures.

IM Phase diversity detection

When the same structure as in Subsection 6.4.1 is used, a band-pass filter has
to be added at the output. (Later it will become clear why this is required.)
This is shown in Figure 8.4.

y(t) z1(t)

z2(t)

z3(t)

z4(t)

TRx

Vout(t)

VLP,I(t)

VLP,Q(t)
TIA

TIA

4×4

optical

hybrid

LP

LP

BP

(.)2

(.)2

Figure 8.4: A four-way IM phase diversity receiver

In case of high carrier-to-noise ratios at the output of the low-pass filters, the
expected output signal in case of a PA topology follows from (6.34) as:

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hBP(t − ρ1)

·







[

∫ ∞

−∞
hLP(ρ1 − ρ2)mmod,r(ρ2) cos

(

φmod,r(ρ2)
)

dρ2

]2

+

[

∫ ∞

−∞
hLP(ρ1 − ρ2)mmod,r(ρ2) sin

(

φmod,r(ρ2)
)

dρ2

]2






dρ1 . (8.50)
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In case of RF modulation by means of IM, the expected output signal follows
from (8.18) and φmod,r(t) = 0, resulting in

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hBP(t − ρ1)

{

∫ ∞

−∞
hLP(ρ1 − ρ2)

·







1
2 +

∞
∑

n=1
n odd

Jn

(

βr(ρ2)
)

sin
(

2π nfrρ2 + nψr(ρ2)
)






dρ2











2

dρ1 . (8.51)

After squaring it will appear that the output contains a DC term and RF terms
with frequencies that are both odd and even multiples of fr, and amplitudes
that depend on the transfer functions of the filters. When the low-pass filters
are assumed to have a narrow passband at DC and a flat passband in the fre-
quency range of the first order RF carrier, and to suppress all other frequencies,
then the expected output signal can be written as

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hBP(t − ρ)

[

1
2HLP(0)

+
∣

∣HLP(fr)
∣

∣J1

(

βr(ρ)
)

sin
(

2πfrρ + ψr(ρ)
)

]2
dρ

=
Z2

TIAR2
pdP 2

x

256L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hBP(t − ρ)

[

H2
LP(0) + 2

∣

∣HLP(fr)
∣

∣

2
J2
1

(

βr(ρ)
)

+ 4HLP(0)
∣

∣HLP(fr)
∣

∣J1

(

βr(ρ)
)

sin
(

2πfrρ + ψr(ρ)
)

− 2
∣

∣HLP(fr)
∣

∣

2
J2
1

(

βr(ρ)
)

cos
(

4πfrρ + 2ψr(ρ)
)

]

dρ , (8.52)

where an irrelevant phase shift has been omitted. The desired RF carrier can
now be selected by means of the band-pass filter: it should have a passband
around the desired frequency fr and suppress all other frequencies, resulting
in:

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

HLP(0)
∣

∣HLP(fr)
∣

∣

∣

∣HBP(fr)
∣

∣

· J1

(

βr(t)
)

sin
(

2πfrt + ψr(t)
)

, (8.53)

where an irrelevant phase shift has been omitted.
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This receiver structure is not suitable for demodulation in case RF modulation
is performed by means of PM. This follows by substituting (8.1), (8.4) and
(8.5) into (8.50), resulting in

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hBP(t − ρ1)

·







[

∫ ∞

−∞
hLP(ρ1 − ρ2)

∑

n even

Jn

(

βr(ρ2)
)

cos
(

2π nfr ρ2 + nψr(ρ2)
)

dρ2

]2

+

[

∫ ∞

−∞
hLP(ρ1 − ρ2)

·
∑

n odd

Jn

(

βr(ρ2)
)

sin
(

2π nfr ρ2 + nψr(ρ2)
)

dρ2

]2






dρ1 . (8.54)

Obviously, the expected output signal will only consist of a baseband term and
RF terms with frequencies that are even multiples of the desired frequency fr

(and amplitudes that depend on the transfer functions of the filters).

It can be concluded that this phase diversity receiver is only suitable for
demodulating RF-modulated CM channels in case IM is performed.

PM Phase diversity detection

PM can be demodulated by means of an FM demodulation circuit, as illustrated
in Figure 8.5.

y(t) z1(t)

z2(t)

z3(t)

z4(t)

TRx

Vout(t)

VLP,I(t)

VLP,Q(t)
TIA

TIA

4×4

optical

hybrid

LP

LP

∆T

∆T

Figure 8.5: A four-way PM phase diversity receiver

The expected output signal of this receiver can be written as

E
[

Vout,r(t)
]

= E
[

VLP,Q,r(t)VLP,I,r(t − ∆T ) − VLP,I,r(t)VLP,Q,r(t − ∆T )
]

= RVLP,I,rVLP,Q,r
(t − ∆T, t) − RVLP,I,rVLP,Q,r

(t, t − ∆T ) . (8.55)
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Using (5.2), (6.31), (6.32) and (B.12), and substituting mmod,r(t) = 1, we find

E
[

Vout,r(t)
]

= E
[

VLP,Q,r(t)
]

E
[

VLP,I,r(t − ∆T )
]

− E
[

VLP,I,r(t)
]

E
[

VLP,Q,r(t − ∆T )
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

[

∫ ∞

−∞
hLP(t − ρ) cos

(

∆φr + φmod,r(ρ) + 3π
4

)

dρ

·
∫ ∞

−∞
hLP(t − ∆T − ρ) cos

(

∆φr + φmod,r(ρ) − 3π
4

)

dρ

−
∫ ∞

−∞
hLP(t − ρ) cos

(

∆φr + φmod,r(ρ) − 3π
4

)

dρ

·
∫ ∞

−∞
hLP(t − ∆T − ρ) cos

(

∆φr + φmod,r(ρ) + 3π
4

)

dρ

]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

∫ ∞

−∞

∫ ∞

−∞
hLP(t − ρ1)hLP(t − ρ2)

· sin
(

φmod,r(ρ1) − φmod,r(ρ2 − ∆T )
)

dρ1ρ2 . (8.56)

When ∆T is much smaller than the inverse of the bandwidth of φmod,r(t) (so
when fr∆T ≪ 1), we can approximate

sin
(

φmod,r(ρ1) − φmod,r(ρ2 − ∆T )
)

≈

sin
(

φmod,r(ρ1) − φmod,r(ρ2)
)

− ∆T
d

dρ2
sin

(

φmod,r(ρ1) − φmod,r(ρ2)
)

= sin
(

φmod,r(ρ1)
)

cos
(

φmod,r(ρ2)
)

− cos
(

φmod,r(ρ1)
)

sin
(

φmod,r(ρ2)
)

+ ∆Tφ′
mod,r(ρ2)

[

cos
(

φmod,r(ρ1)
)

cos
(

φmod,r(ρ2)
)

+ sin
(

φmod,r(ρ1)
)

sin
(

φmod,r(ρ2)
)]

, (8.57)

resulting in

E
[

Vout,r(t)
]

≈
Z2

TIAR2
pdP 2

x∆T

64L2
TxL

2
RxL

2
nw

[∫ ∞

−∞
hLP(t − ρ) cos

(

φmod,r(ρ)
)

dρ

·
∫ ∞

−∞
hLP(t − ρ)φ′

mod,r(ρ) cos
(

φmod,r(ρ)
)

dρ

+

∫ ∞

−∞
hLP(t − ρ) sin

(

φmod,r(ρ)
)

dρ

·
∫ ∞

−∞
hLP(t − ρ)φ′

mod,r(ρ) sin
(

φmod,r(ρ)
)

dρ

]

. (8.58)
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According to Carson’s rule [56], approximately 98 % of the power of the angle-

modulated signals sin
(

φmod,r(t)
)

and cos
(

φmod,r(t)
)

is confined within the

bandwidth (β +1)B, where β is the modulation index and B is the bandwidth
of the modulating signal φmod,r(t), which is approximately fr in this case.
Hence, when the low-pass filters have a rectangular transfer function with this
bandwidth, then the expected output signal can be approximated as

E
[

Vout,r(t)
]

≈
Z2

TIAR2
pdP 2

x∆T

64L2
TxL

2
RxL

2
nw

H2
LP(0)φ′

mod,r(t) . (8.59)

Substituting (8.1) this becomes

E
[

Vout,r(t)
]

≈
Z2

TIAR2
pdP 2

x∆T

64L2
TxL

2
RxL

2
nw

H2
LP(0)

{

β′
r(t) sin

(

2πfrt + ψr(t)
)

+
[

2πfr + ψ′
r(t)

]

βr(t) cos
(

2πfrt + ψr(t)
)

}

=
Z2

TIAR2
pdP 2

x∆T

64L2
TxL

2
RxL

2
nw

H2
LP(0)βr(t)

√

[

β′
r(t)

βr(t)

]2

+
[

2πfr + ψ′
r(t)

]2

· cos



2πfrt + ψr(t) − arctan







β′
r(t)

βr(t)
[

2πfr + ψ′
r(t)

]









 . (8.60)

When the variations in βr(t) and ψr(t) are relatively slow with respect to the
carrier oscillations, this can be approximated as

E
[

Vout,r(t)
]

≈
πZ2

TIAR2
pdP 2

xfr∆T

32L2
TxL

2
RxL

2
nw

H2
LP(0)βr(t) cos

(

2πfrt + ψr(t)
)

. (8.61)

The approximation in (8.58) only holds when fr∆T ≪ 1, so the resulting
output signal will be relatively small with respect to the output signal of the
IM phase diversity receiver, since it is proportional to fr∆T .

Note, however, that there is a perfect linear relation between the expected
output signal and βr(t). For the IM phase diversity receiver this relation can
only be approximated as linear when βr(t) is small.

Moreover, the noise variance at the output of the PM phase diversity re-
ceiver is much smaller than the noise variance at the output of the IM phase
diversity receiver, because the signals that are subtracted in the PM phase
diversity receiver are correlated. This has not been studied in detail, however.

One should also note that the large bandwidth requirements on the low-pass
filter also hold for the equivalent dispersion-induced transfer function HCD(f).
That is, CD should be negligible for RF frequencies up to (β + 1)B; otherwise
the output signal will still suffer from harmonic distortion.
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Differential PM Phase diversity detection

Alternatively, ∆T can be chosen in the order of 1/fr. In that case, the output
signal follows from (8.56) and (8.1) as

E
[

Vout,r(t)
]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

[∫ ∞

−∞
hLP(t − ρ) sin

(

φmod,r(ρ)
)

dρ

·
∫ ∞

−∞
hLP(t − ρ) cos

(

φmod,r(ρ − ∆T )
)

dρ

−
∫ ∞

−∞
hLP(t − ρ) cos

(

φmod,r(ρ)
)

dρ

·
∫ ∞

−∞
hLP(t − ρ) sin

(

φmod,r(ρ − ∆T )
)

dρ

]

=
Z2

TIAR2
pdP 2

x

64L2
TxL

2
RxL

2
nw

[

∑

n

∫ ∞

−∞
hLP(t − ρ)Jn

(

βr(ρ)
)

sin
(

2π nfrρ + nψr(ρ)
)

dρ

·
∑

n

∫ ∞

−∞
hLP(t − ρ)Jn

(

βr(ρ − ∆T )
)

· cos
(

2π nfr(ρ − ∆T ) + nψr(ρ − ∆T )
)

dρ

−
∑

n

∫ ∞

−∞
hLP(t − ρ)Jn

(

βr(ρ)
)

cos
(

2π nfrρ + nψr(ρ)
)

dρ

·
∑

n

∫ ∞

−∞
hLP(t − ρ)Jn

(

βr(ρ − ∆T )
)

· sin
(

2π nfr(ρ − ∆T ) + nψr(ρ − ∆T )
)

dρ

]

. (8.62)

Assuming that ∆T is much smaller than the RF signal bandwidth, we have

βr(t − ∆T ) ≈ βr(t) , (8.63)

ψr(t − ∆T ) ≈ ψr(t) , (8.64)

so when the low-pass filters are assumed to have a transfer function which is
flat around DC and frequency fr, the expected output signal becomes

E
[

Vout,r(t)
]

≈
Z2

TIAR2
pdP 2

x

32L2
TxL

2
RxL

2
nw

HLP(0)
∣

∣HLP(fr)
∣

∣J0

(

βr(t)
)

J1

(

βr(t)
)

·
[

sin
(

2πfrt + ψr(t)
)

− sin
(

2πfr(t − ∆T ) + ψr(t)
)]

=
Z2

TIAR2
pdP 2

x

16L2
TxL

2
RxL

2
nw

HLP(0)
∣

∣HLP(fr)
∣

∣J0

(

βr(t)
)

J1

(

βr(t)
)

· cos
(

2πfrt − πfr∆T + ψr(t)
)

sin(πfr∆T ) , (8.65)

where an irrelevant phase shift has been omitted.
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Hence, the amplitude of the output signal is maximized by choosing ∆T as

∆T =
1

2fr
, (8.66)

resulting in

E
[

Vout,r(t)
]

≈
Z2

TIAR2
pdP 2

x

16L2
TxL

2
RxL

2
nw

HLP(0)
∣

∣HLP(fr)
∣

∣J0

(

βr(t)
)

J1

(

βr(t)
)

· sin
(

2πfrt + ψr(t)
)

. (8.67)

The amplitude of this signal is maximized by choosing β such that

J′0(β)J1(β) + J0(β)J′1(β) = 0 . (8.68)

Using

J′0(x) = −J1(x) , (8.69)

J′1(x) = J0(x) − J1(x)

x
, (8.70)

this becomes

β J2
1(β) + J0(β)J1(β) = β J2

0(β) . (8.71)

Numerically solving for β gives

β ≈ 1.0820 ⇒ J0(β)J1(β) ≈ 0.3390 , (8.72)

which results in

E
[

Vout,r(t)
]

≈
0.0212Z2

TIAR2
pdP 2

x

L2
TxL

2
RxL

2
nw

HLP(0)
∣

∣HLP(fr)
∣

∣ sin
(

2πfrt + ψr(t)
)

. (8.73)

The advantages of this differential PM phase diversity receiver with respect to
the previously described PM phase diversity receiver are that is has a stronger
output signal and smaller filter bandwidth. A proper noise analysis would
have to be carried out in order to find out whether this results in a better noise
performance, however.

The main disadvantages are its non-linearity and the fact that ∆T needs to
be optimized for a specific RF carrier frequency. The latter is not a problem
when the envisioned carrier frequencies have relatively small mutual differences.
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8.4 Subcarrier multiplexing over coherence multi-

plexing

In the previous sections it had been assumed that each CM channel carried only
one RF signal. The way in which different carrier frequencies are assigned to
the CM channels depends on the frequency planning of the corresponding cellu-
lar wireless network [96]. That is, RF signals emitted by RAPs in neighboring
cells should not have the same carrier frequency (in order to avoid co-channel
interference), and a particular carrier frequency can be reused if the correspond-
ing cells are geographically sufficiently spaced apart. This is not considered in
further detail in this thesis, however.

Multiple RF signals can be frequency-multiplexed in each CM channel by
performing subcarrier multiplexing (SCM, also see Subsection 1.4.3) on top
of CM [92–94]. This means that several RF signals with different carrier fre-
quencies are coherence-modulated onto (an) optical carrier(s) that are char-
acterized by a certain relative delay TTx, and then multiplexed in the optical
domain by combining optical signals with different relative delays. Demulti-
plexing is carried out by first performing coherence demodulation and then
applying band-pass filtering in order to select the desired subcarrier.

There can be several reasons for using SCM on top of CM:

• Since assigning individual frequencies to individual RAPs provides an-
other way to distinguish between RAPs, the number of CM channels can
be reduced by multiplexing several RF signals per CM channel. This can
reduce the number of required optical transmitters for the uplink and/or
the number of receivers for the downlink, resulting in cost reduction and
performance improvement through reduced splitting losses and eventual
beat noise reduction;

• Multiple MTs can be supported through the same RAP if they trans-
mit at different RF carrier frequencies. CM then provides the means
to distinguish between the RAPs, whereas SCM provides the means to
distinguish between the MTs that communicate through the same RAP.
(This is also illustrated in Figure 8.1);

• Multi-carrier modulation formats like orthogonal frequency division mul-
tiplexing (OFDM, amongst others used in WLAN according to the IEEE
802.11g standard [97]) require simultaneous transmission of different RF
carriers through the same CM channel.

SCM can be performed on top of CM in two ways:

1. by transmitting different subcarriers by separate coherence modulators
that have the same path imbalance TTx (single-channel SCM);

2. by first multiplexing the subcarriers in the electrical domain and then
modulating the composite signal onto an optical carrier by means of one
coherence modulator (multi-channel SCM).



i

i

i

i

i

i

i

i

8.4. Subcarrier multiplexing over coherence multiplexing 211

These two alternatives will be discussed in the following two subsections. It
will be assumed that PM is performed for modulating the RF signals onto the
CM channels, that CM is performed by means of a PA, that coherence demod-
ulation is performed by balanced detection and that CD can be neglected. The
noise performance will be analyzed and the impact on the applicability of the
output stabilization methods that were described in the previous section will
be discussed

8.4.1 Single-channel subcarrier multiplexing

Multiplexing and demultiplexing

Suppose K RF signals are transmitted through the same CM channel by means
of single-channel SCM. When there are N CM channels, this requires N K
coherence modulators, each transmitting one RF signal. The coherence mod-
ulators are assumed to be configured in a PA topology, together producing a
composite optical signal

y(t) =
1

2
√

LTxLnw

N
∑

i=1

K
∑

k=1

[

xi,k(t)−xi,k(t−TTx,i,k) exp
(

jφmod,i,k(t)
)]

, (8.74)

where xi,k(t), φmod,i,k(t) and TTx,i,k are the optical input signal, modulating
signal and MZI-imbalance of the coherence modulator that corresponds to the
k-th SCM channel in the i-th CM channel. The delays TTx,i,k are chosen as

TTx,i,k ≈ i TTx,1 , (8.75)

where the approximation is on a coherence time scale (|TTx,i,k − i TTx,1| ≪ τc).
Hence, the coherence modulators are divided in N groups of K transmitters
having approximately the same MZI-imbalance, resulting in N CM channels.

The modulating signals φmod,i,k(t) are given by

φmod,i,k(t) = βi,k(t) sin
(

2πfkt + ψi,k(t)
)

, (8.76)

where βi,k(t), fk and ψi,k(t) are the amplitude, carrier frequency and phase
of the k-th SCM channel in the i-th CM channel, respectively. Hence, each
CM channel carries K SCM channels that are assumed to be centered around
a set of (different) carrier frequencies

{

fk

}

. This set of frequencies is assumed
to be the same for each CM channel. (Because of the transparency of CM
it can be shown, however, that similar results would be obtained if different
CM channels had different carrier frequency sets.)

Note that the SIRL and DS system topologies cannot be used for multiplex-
ing the SCM channels, because having multiples branches with approximately
the same path-delay in a SIRL system or serially cascading coherence modula-
tors with approximately the same MZI-imbalance in a DS system would both
result in intensity modulation of the received signal y(t).
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The autocorrelation function of (8.74) is given by

Ry∗y(t1, t2) , E
[

y∗(t1)y(t2)
]

≈ 1

4LTxLnw

N
∑

i=1

K
∑

k=1

[

2Rx∗x(t2 − t1)

− Rx∗x(t2 − t1 − TTx,i,k) exp
(

jφmod,i,k(t1)
)

− Rx∗x(t2 − t1 + TTx,i,k) exp
(

−jφmod,i,k(t1)
)]

. (8.77)

Suppose y(t) is received by N balanced CM receivers, where each receiver r has
MZI-imbalance TRx,r and K parallel band-pass filters at the output of the TIA
with impulse responses hBP,k(t). Assuming that all MZI-imbalances TTx,i,k

and TRx,i are much larger than the coherence time τc, the expected output
signal of the j-th band-pass filter of receiver r follows from (4.45) and (8.77)
as

E
[

VBP,r,j(t)
]

≈ −ZTIARpd

2LRx

∫ ∞

−∞
hBP,j(t − ρ)Re

{

Ry∗y(ρ − TRx,r, ρ)
}

dρ

≈ ZTIARpdPx

4LTxLRxLnw

N
∑

i=1

K
∑

k=1

exp

(

−π

2

(

TRx,r − TTx,i,k

τc

)2
)

·
∫ ∞

−∞
hBP,j(t − ρ) cos

(

2πfc(TRx,r − TTx,i) + φmod,i,k(ρ)
)

dρ . (8.78)

When the receivers have MZI-imbalances

TRx,i ≈ TTx,i,k , (8.79)

then this reduces to

E
[

VBP,r,j(t)
]

≈ ZTIARpdPx

4LTxLRxLnw

K
∑

k=1

∫ ∞

−∞
hBP,j(t − ρ)

· cos
(

2πfc(TRx,r − TTx,r,k) + φmod,r,k(ρ)
)

dρ . (8.80)

Substituting (8.76) and proceeding in a similar way as in Subsection 8.2.1, this
can be rewritten as

E
[

VBP,r,j(t)
]

=
ZTIARpdPx

4LTxLRxLnw

K
∑

k=1

∫ ∞

−∞
hBP,j(t − ρ)

·











cos(∆φr,k)






J0

(

βr,k(ρ)
)

+ 2

∞
∑

n=2
n even

Jn

(

βr,k(ρ)
)

cos
(

2π nfk ρ + nψr,k(ρ)
)







−2 sin(∆φr,k)

∞
∑

n=1
n odd

Jn

(

βr,k(ρ)
)

sin
(

2π nfk ρ + nψr,k(ρ)
)











dρ , (8.81)

where ∆φr,k , 2πfc(TRx,r − TTx,r,k).
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Apparently, harmonic distortion occurs in the demodulation of the individual
SCM channels. (As the SCM channels are modulated onto separate optical
signals, there is no non-linear interaction between the SCM channels during
coherence demodulation and hence no intermodulation distortion.)

The amplitudes of the desired RF signal terms are maximized by setting

∆φr,k = 3π
2 , (8.82)

(note that this requires the MZI-imbalances TTx,i,k in the coherence modulators
for the same CM channel i to be exactly the same; we will come back to this
later), resulting in

E
[

VBP,r,j(t)
]

=
ZTIARpdPx

4LTxLRxLnw

K
∑

k=1

∫ ∞

−∞
hBP,j(t − ρ)

·
∞
∑

n=1
n odd

Jn

(

βr,k(ρ)
)

sin
(

2π nfk ρ + nψr,k(ρ)
)

dρ . (8.83)

As the result, a band-pass filter can select a particular SCM channel and sup-
press all other channels provided that odd multiples of the carrier frequen-
cies of the other channels are well outside the passband of the filter. In case
of minimum channel spacing this implies that the carrier frequencies of the
SCM channels should be chosen such that the maximum carrier frequency is
less than three times larger than the minimum carrier frequency.

When the band-pass filters are dimensioned such that the j-th filter com-
pletely passes the RF signal with carrier frequency fj and completely suppresses
signals with other frequencies, then its expected output signal can be written
as

E
[

VBP,r,j(t)
]

=

ZTIARpdPx

2LTxLRxLnw

∣

∣HBP,j(fj)
∣

∣J1

(

βr,j(t)
)

sin
(

2πfj t + ψr,j(t)
)

, (8.84)

where an irrelevant phase shift has been omitted. Note that this expression is
similar to (8.10). Therefore, βi,k(t) should be optimized in the same way as
βi(t) in the case without SCM, resulting in a similar output signal. The main
difference is that the network losses Lnw will now be K times larger because an
N K-port combiner is needed instead of an N -port combiner, so that the output
signal will be K times weaker. When the SCM channels in one CM channel
are demultiplexed by K separate CM receivers with one band-pass filter each
(instead of one CM receiver with K band-pass filters), then the output signal
will be another K times weaker.
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Noise performance

The variance of the noise at the output of a band-pass filter can be found
from (5.8):

σ2
VBP,r,j(t)

= RVBP,r,jVBP,r,j
(t, t) − E2

[

VBP,r,j(t)
]

≈ Z2
TIARpde

2LRx

∫ ∞

−∞
h2

BP,j(t − ρ)E
[

Py(ρ) + Py(ρ − TRx)
]

dρ

+
Z2

TIAR2
pd

8L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hBP,j(t − ρ1)hBP,j(t − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r)

+ Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1)
}

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
h2

BP,j(t − ρ) dρ . (8.85)

Using (8.75), (8.77), and (8.79) one can find

E
[

Py(ρ)
]

≈ E
[

Py(ρ − TRx,r)
]

≈ N K Px

2LTxLnw
, (8.86)

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r) ≈
1

16L2
TxL

2
nw

{

4N2K2
∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

+
N

∑

i=1

K
∑

k1=1

K
∑

k2=1

[

∣

∣Rx∗x(ρ2 − ρ1 − TTx,i,k1
)
∣

∣

2

· exp
(

j 2πfc(TTx,i,k1
− TTx,i,k2

)

+ jφmod,i,k1
(ρ1) − jφmod,i,k2

(ρ1)
)

+
∣

∣Rx∗x(ρ2 − ρ1 + TTx,i,k1
)
∣

∣

2

· exp
(

j 2πfc(TTx,i,k2
− TTx,i,k1

)

+ jφmod,i,k2
(ρ1) − jφmod,i,k1

(ρ1)
)

]

}

, (8.87)

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1) ≈

1

16L2
TxL

2
nw

K
∑

k1=1

K
∑

k2=1

∣

∣Rx∗x(ρ2 − ρ1)
∣

∣

2

· exp
(

j 2πfc(2TRx,r − TTx,r,k1
− TTx,r,k2

)

+ jφmod,r,k1
(ρ1) + jφmod,r,k2

(ρ1)
)

. (8.88)
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Substituting these in (8.85) and using the approximation in (4.51) results in

σ2
VBP,r,j(t)

≈ Z2
TIARpdPxeN K

2LTxLRxLnw

∫ ∞

−∞
h2

BP,j(t − ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

∫ ∞

−∞
h2

BP,j(t − ρ)

[

4N2K2

+ 2

N
∑

i=1

K
∑

k1=1

K
∑

k2=1

cos
(

2πfc(TTx,i,k1
− TTx,i,k2

) + φmod,i,k1
(ρ) − φmod,i,k2

(ρ)
)

+

K
∑

k1=1

K
∑

k2=1

cos
(

2πfc(2TRx,r − TTx,r,k1
− TTx,r,k2

)

+ φmod,r,k1
(ρ) + φmod,r,k2

(ρ)
)

]

dρ

+ Z2
TIASth

∫ ∞

−∞
h2

BP,j(t − ρ) dρ . (8.89)

Substituting (8.76) and (8.82), assuming that the modulation of the RF carrier
does not affect the variance (so we take βi,k(t) = βi,k and ψi,k(t) = ψi,k), and
then using (8.4) and (8.5) one can find

cos
(

2πfc(TTx,i,k1
− TTx,i,k2

) + φmod,i,k1
(ρ) − φmod,i,k2

(ρ)
)

=

cos
(

φmod,i,k1
(ρ)

)

cos
(

φmod,i,k2
(ρ)

)

+ sin
(

φmod,i,k1
(ρ)

)

sin
(

φmod,i,k2
(ρ)

)

= cos
(

βi,k1
sin

(

2πfk1
ρ + ψi,k1

))

cos
(

βi,k2
sin

(

2πfk2
ρ + ψi,k2

))

+ sin
(

βi,k1
sin

(

2πfk1
ρ + ψi,k1

))

sin
(

βi,k2
sin

(

2πfk2
ρ + ψi,k2

))

=
∑

n1

∑

n2

Jn1
(βi,k1

)Jn2
(βi,k2

)

· cos
(

2π(n1fk1
− n2fk2

)ρ + n1ψi,k1
− n2ψi,k2

)

, (8.90)

cos
(

2πfc(2TRx,r − TTx,r,k1
− TTx,r,k2

) + φmod,r,k1
(ρ) + φmod,r,k2

(ρ)
)

=

− cos
(

φmod,r,k1
(ρ)

)

cos
(

φmod,r,k2
(ρ)

)

+ sin
(

φmod,r,k1
(ρ)

)

sin
(

φmod,r,k2
(ρ)

)

= − cos
(

βr,k1
sin

(

2πfk1
ρ + ψr,k1

))

cos
(

βr,k2
sin

(

2πfk2
ρ + ψr,k2

))

+ sin
(

βr,k1
sin

(

2πfk1
ρ + ψr,k1

))

sin
(

βr,k2
sin

(

2πfk2
ρ + ψr,k2

))

=
∑

n1

∑

n2

Jn1
(βr,k1

)Jn2
(βr,k2

)

· cos
(

2π(n1fk1
+ n2fk2

)ρ + n1ψr,k1
+ n2ψr,k2

)

. (8.91)
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Substituting these in (8.89), writing the impulse response hBP,j(t) as the inverse
Fourier transform of the transfer function HBP,j(f) of the band-pass filter, and
applying phase-averaging over the ψi,ks and time-averaging, we can write

〈

σ2
VBP,r,j(t)

〉

≈ 2Z2
TIA

∣

∣HBP,j(fj)
∣

∣

2
WBP

{

RpdPxeN K

2LTxLRxLnw

+
R2

pdP 2
x τc

32L2
TxL

2
RxL

2
nw

[

4N2K2 + 2

N
∑

i=1

K
∑

k=1

∑

n

J2
n(βi,k)

−
K

∑

k=1

∑

n

Jn(βr,k)J−n(βr,k)

]

+ Sth

}

. (8.92)

Using

∑

n

J2
n(x) = 1 , (8.93)

∑

n

Jn(x)J−n(x) = J0(2x) , (8.94)

and assuming that all βr,ks are the same, this becomes

〈

σ2
VBP,r,j(t)

〉

≈ 2Z2
TIA

∣

∣HBP,j(fj)
∣

∣

2
WBP

{

RpdPxeN K

2LTxLRxLnw

+
R2

pdP 2
x τc

32L2
TxL

2
RxL

2
nw

[

4N2K2 + 2N K − KJ0(2β)
]

+ Sth

}

. (8.95)

The CNR at the output of the band-pass filter now follows from (8.84) and
(8.95) as

CNRBP =

〈

E2
[

VBP,r,j(t)
]〉

〈

σ2
VBP,r,j(t)

〉 =
(

CNR−1
sn + CNR−1

bn + CNR−1
tn

)−1

(8.96)

where

CNRsn =
RpdPx

〈

J2
1

(

βr,j(t)
)〉

8N K LTxLRxLnweWBP
, (8.97)

CNRbn =
2
〈

J2
1

(

βr,j(t)
)〉

[4N2K2 + 2N K − K J0(2β)] τcWBP
, (8.98)

CNRtn =
R2

pdP 2
x

〈

J2
1

(

βr,j(t)
)〉

16L2
TxL

2
RxL

2
nwSthWBP

. (8.99)

(Note that these correspond to (8.36) through (8.39) when K = 1.)
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Example 8.4

Suppose that single-channel SCM is used on top of CM in the downlink of
the WLAN distribution network that was considered in Example 8.3, in or-
der to distinguish between RAPs that share a CM channel. Since three non-
overlapping channels are defined for IEEE 802.11b [95], we assume that three
SCM channels are multiplexed per CM channel, so K = 3. The CM network
now contains 3N coherence modulators and 3N coherence demodulators, so
the total network loss now becomes Lnw ≈ 1.090 · 9N2 ≈ 9.810N2. The other
network parameters are assumed to be the same as in the previous example.
The resulting CNR follows from (8.96) through (8.99) and has been plotted as
a function of the number of CM channels N in Figure 8.6.

→ N

CNR

[dB]

↑

CNRBP
CNRsn
CNRbn
CNRtn

5
10

10 15

20

30

40

Figure 8.6: Carrier-to-noise ratios at the output of the band-pass filter as a
function of number of CM channels N in a WLAN IEEE 802.11b
distribution network based on CM and single-channel SCM, with
3 SCM channels per CM channel

Maintaining the 16.7 dB criterion, it follows that at most 13 CM channels,
and hence 3 · 13 = 39 RAPs can be supported, which is nearly the same as
the 41 RAPs in the previous example, without SCM. This should not be sur-
prising, because coherence modulators with identical MZI-imbalances cause
approximately the same amount of beat noise as an identical number of coher-
ence modulators with different MZI-imbalances. The main difference is that
the amount of loss has increased, but it follows from Figure 8.6 that this still
does not prevent beat noise from being the dominant noise source.

Hence, when the same concept is used in the uplink, where the receivers
for the different SCM channels in one CM channel can be combined into one
CM receiver, this will result in improved carrier-to-shot noise and carrier-to-
thermal noise ratios, but this will not significantly improve the overall CNR
because the carrier-to-beat noise ratio is still much lower.
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Output stabilization

From (8.81) it followed that the amplitudes of the SCM channels at the output
of the band-pass filters could be maximized by setting

∆φr,k = 2πfc(TRx,r − TTx,r,k) = 3π
2 , ∀k . (8.100)

When the SCM channels are detected by one CM receiver, this implies that the
delays TTx,r,k of all the transmitters corresponding to the r-th CM channels
have to have exactly the same delay. In case of significant fabrication inaccu-
racies (like in Example 6.1), temperature sensitivity or component aging, this
can only be realized in case some kind of “master” transmitter provides syn-
chronization signals in the return path, like described in [98]. This will not be
considered in further detail here.

In case the SCM channels are separately detected by different CM receivers,
the transmitters corresponding to the same CM channel no longer need to
have exactly the same delay, but each receiver still needs to have a fixed phase
relation to the corresponding transmitter:

∆φr,k = 2πfc(TRx,r,k − TTx,r,k) = 3π
2 , ∀k , (8.101)

where TRx,r,k is the MZI-imbalance of the CM receiver corresponding to the
k-th SCM channel in the r-th CM channel. This phase synchronization cannot
be obtained in the same way as described in Subsection 8.3.1, however. The
output of the low-pass filter of a particular CM receiver for SCM channel j in
CM channel r would in that case follow from (8.81) as

E
[

VLP,r,j(t)
]

=
ZTIARpdPx

4LTxLRxLnw

K
∑

k=1

cos
(

2πfc(TRx,r,j − TTx,r,k)
)

·
∫ ∞

−∞
hLP(t − ρ)J0

(

βr,k(ρ)
)

dρ , (8.102)

so it contains terms from all transmitters corresponding to the r-th CM channel.
Since it is not possible to distinguish between these terms, the signal does
not provide a means to phase-synchronize the CM receiver specifically to the
corresponding CM transmitter.

This can be solved by replacing the low-pass filter by the circuit in Fig-
ure 8.7(a). The band-pass filter in the upper branch of the circuit has center
frequency fj , so its output signal VBP(t) actually corresponds to the desired
RF signal. When the carrier frequencies fk are chosen within one octave of
bandwidth, it follows from (8.81) that the expected value of VBP(t) is propor-
tional to

− sin(∆φr,j)J1

(

βr,j(t)
)

sin
(

2πfjt + ψr,j(t)
)

, (8.103)

where ∆φr,j , 2πfc(TRx,r,j − TTx,r,j). After squaring and band-pass filtering
around center frequency 2fj , an RF signal results which is proportional to

− sin2(∆φr,j)J
2
1

(

βr,j(t)
)

cos
(

4πfjt + 2ψr,j(t)
)

. (8.104)
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The band-pass filter in the vertical branch also has center frequency 2fj .
From (8.81) it follows that the output signal of this band-pass filter is pro-
portional to

cos(∆φr,j)J2

(

βr,j(t)
)

cos
(

4πfjt + 2ψr,j(t)
)

. (8.105)

Hence, multiplication and low-pass filtering result in a baseband signal which
is proportional to

− sin2(∆φr,j) cos(∆φr,j)
〈

J2
1

(

βr,j(t)
)

J2

(

βr,j(t)
)〉

. (8.106)

This has been plotted in Figure 8.7(b), where the circle denotes the desired
value of ∆φr,j . Apparently, the value of TRx,r,j should be increased when the
output signal of the circuit is positive, and decreased when it is negative, so it
indeed results in an unambiguous control signal.

from TIA

control
signal

BP

BP

BP

LP

VBP(t)

(.)2

(a) Circuit structure

0

0 π
2 π 3π

2 2π
→ ∆φr,j

control
signal

[a.u.]

↑

(b) Control signal as a function of ∆φr,j

Figure 8.7: Phase-synchronization circuit for single-channel SCM over CM
with separate CM receivers for different SCM channels

Alternatively, the self-heterodyning method described in Subsection 8.3.2 can
be used, provided that the frequency shifters are put in the transmitters,
since each transmitter should have a different frequency shift. When self-
heterodyning is applied, the PA topology can eventually be replaced by a SIRL
or DS topology, where each branch or cascaded coherence modulator contains
a different frequency shifter.

It can be verified (this will not be discussed in detail) that the phase di-
versity receivers that were considered in Subsection 8.3.3 are not suitable for
demodulating CM channels in which multiple SCM channels are multiplexed
through single-channel SCM, because the output signals of the low-pass fil-
ters, VLP,I,r(t) and VLP,Q,r(t), would then contain multiple terms with different
phase offsets, so that VLP,I,r(t) and VLP,Q,r(t) would no longer have a quadra-
ture relation.
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8.4.2 Multi-channel subcarrier multiplexing

Multiplexing and demultiplexing

Suppose K RF signals are transmitted through the same CM channel i by
means of multi-channel SCM. The SCM channels, denoted by (8.76), are then
first multiplexed in the electrical domain, resulting in a composite signal

φmod,i(t) =

K
∑

k=1

φmod,i,k(t) =

K
∑

k=1

βi,k(t) sin
(

2πfkt + ψi,k(t)
)

. (8.107)

The composite signals can then be coherence-multiplexed by means of any of
the multiplexing topologies that have been described in Chapter 5. When a
PA is used, for example, this requires N coherence modulators, where N is
the number of CM channels. When there are N balanced CM receivers which
are matched to the corresponding transmitters (so |TRx,r − TTx,r| ≪ τc ∀ r
and |TRx,r − TTx,i| ≫ τc for r 6= i), with K band-pass filters for selecting the
SCM channels, then the expected value of the output signal VBP,r,j(t) of the
band-pass filter j in CM receiver r follows directly from (6.3) and (8.107) as

E
[

VBP,r,j(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)

· cos

(

∆φr +

K
∑

k=1

βr,k(ρ) sin
(

2πfkρ + ψr,k(ρ)
)

)

dρ . (8.108)

Using (8.3) again this can be written as an expression that contains terms of

the form cos

(

K
∑

k=1

βk sin Φk

)

and sin

(

K
∑

k=1

βk sinΦk

)

, where βk = βr,k(t) and

Φk = 2πfkt + ψr,k(t). Using (8.4) and (8.5) one can find

exp

(

j

K
∑

k=1

βk sin Φk

)

=

K
∏

k=1

exp(jβk sinΦk)

=

K
∏

k=1

[

cos(βk sinΦk) + j sin(βk sin(Φk)
]

=

K
∏

k=1

∑

n

Jn(βk) exp(jnΦk)

=
∑

n1

∑

n2

· · ·
∑

nK

[

K
∏

k=1

Jnk
(βk)

]

exp

(

j

K
∑

k=1

nkΦk

)

, (8.109)

so that we can write

cos

(

K
∑

k=1

βk sin Φk

)

=
∑

n1

∑

n2

· · ·
∑

nK

[

K
∏

k=1

Jnk
(βk)

]

cos

(

K
∑

k=1

nkΦk

)

, (8.110)

sin

(

K
∑

k=1

βk sin Φk

)

=
∑

n1

∑

n2

· · ·
∑

nK

[

K
∏

k=1

Jnk
(βk)

]

sin

(

K
∑

k=1

nkΦk

)

. (8.111)
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Therefore, (8.108) can be written as

E
[

VBP,r,j(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)

·
∑

n1

∑

n2

· · ·
∑

nK

[

K
∏

k=1

Jnk

(

βr,k(ρ)
)

]

·
{

cos(∆φr) cos

(

K
∑

k=1

nk

[

2πfkρ + ψr,k(ρ)
]

)

− sin(∆φr) sin

(

K
∑

k=1

nk

[

2πfkρ + ψr,k(ρ)
]

)}

dρ . (8.112)

Apparently, intermodulation distortion (IMD) between the SCM channels oc-
curs due to the intrinsic non-linearity of the demodulation principle. As a
result, the output signal contains one baseband term (that is the term for
which n1 = n2 = ... = nK = 0) and an infinite sum of RF terms with car-
rier frequencies that are linear combinations of the carrier frequencies fk of
the SCM channels. The desired RF signal terms are the ones with carrier fre-
quency fj and phase ψr,j(t). Hence, the band-pass filter should be dimensioned
such that these terms are completely passed and the other terms are suppressed
as much as possible. This does not cancel all the undesired IMD products, how-
ever, because some of them will be in the same frequency range as the desired
RF signal terms. We will come back to this later.

Obviously, the desired RF signal terms are the ones that have

nk =

{

±1 , k = j ,

0 , k 6= j .
(8.113)

From (8.8) it then follows that the amplitude of their sum can be maximized
by setting ∆φr = 3π

2 (we will come back to this later), resulting in a desired
RF signal

E
[

VBP,r,j(t)
]

desired
=

ZTIARpdPx

2LTxLRxLnw

∣

∣HBP,j(fj)
∣

∣







K
∏

k=1
k 6=j

J0

(

βr,k(t)
)







· J1

(

βr,j(t)
)

sin
(

2πfjt + ψr,j(t)
)

, (8.114)

where an irrelevant phase shift has been omitted.
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Intermodulation distortion (IMD)

Apart from the desired RF signal terms, the expected output signal also con-
tains IMD products. Substituting ∆φr = 3π

2 in (8.112) we find

E
[

VBP,r,j(t)
]

=
ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)

·
∑

n1

∑

n2

· · ·
∑

nK

[

K
∏

k=1

Jnk

(

βr,k(ρ)
)

]

· sin
(

K
∑

k=1

nk

[

2πfkρ + ψr,k(ρ)
]

)

dρ . (8.115)

Hence, the amplitudes of the IMD products are products of Bessel functions of
the first kind. Four of these are plotted in Figure 8.8

→ x

J0(x)

J1(x)
J2(x) J3(x)

0

0

1

1 2 3 4 5

0.5

-0.5

Figure 8.8: Bessel function of the first kind and order zero, one, two and three

According to (8.114) the amplitude of the desired term is proportional to






K
∏

k=1
k 6=j

J0

(

βr,k(t)
)






J1

(

βr,j(t)
)

. (8.116)

When the amplitudes βr,k(t) are modulated, it follows from Figure 8.8 that
the maximum value of βr,k(t) should be well below one in order to suppress
variations due to interfering SCM channels (the zero-order Bessel functions).
On the other hand, this maximum value should not be too small because the
amplitude of the desired term increases with increasing βr,j(t) (due to the first
order Bessel function), so there is a trade-off when choosing the maximum value
of βr,k(t). The optimum value of this maximum lies somewhere between zero
and one, and decreases with increasing number of SCM channels K. There is
a similar trade-off when the amplitudes βr,k(t) are a constant β; the amplitude
of the desired term is then maximized by choosing β somewhere between zero
and one.
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From Figure 8.8 it follows that for such values of βr,k(t), the value of Jn

(

βr,k(t)
)

rapidly decreases with increasing n. Therefore, the IMD is dominated by the
terms in (8.115) with the smallest values of nk. Some possible combinations
will be considered:

• The product of Bessel functions is maximum when nk = 0 ∀k, but then
the sine function is zero. Hence, this combination does not result in a
contribution (provided that ∆φr = 3π

2 );

• When

nk =

{

±1 , k = k1 ,

0 , k 6= k1 ,
(8.117)

this results in two identical terms of the form

ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)







K
∏

k=1
k 6=k1

J0

(

βr,k(ρ)
)






J1

(

βr,k1
(ρ)

)

· sin
(

2πfk1
ρ + ψr,k1

(ρ)
)

dρ . (8.118)

This actually corresponds to one individual RF carrier. It is suppressed
by the band-pass filter when k1 6= j, whereas (8.114) results when k = j.

• When

nk =











±1 , k = k1 ,

±1 , k = k2 ,

0 , k 6= k1 and k 6= k2 ,

(8.119)

with k1 6= k2, this results in four terms of the form

ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)









K
∏

k=1
k/∈{k1,k2}

J0

(

βr,k(ρ)
)









· J1

(

βr,k1
(ρ)

)

J1

(

βr,k2
(ρ)

)

· sin
(

±
[

2πfk1
ρ + ψr,k1

(ρ)
]

±
[

2πfk2
ρ + ψr,k2

(ρ)
])

dρ . (8.120)

This is called second order IMD. It appears at frequencies which are sums
and differences of the RF carrier frequencies fk. In general, second order
IMD in SCM systems can be prevented by choosing these frequencies
within one octave of bandwidth, so that the second order IMD terms do
not appear in the passband of the band-pass filter [99]. In the case of
multi-channel SCM over CM, however, it can be easily verified that the
second order IMD terms cancel each other automatically (provided that
∆φr = 3π

2 ).
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• When

nk =

{

±2 , k = k1 ,

0 , k 6= k1 ,
(8.121)

this results in two terms of the form

ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)







K
∏

k=1
k 6=k1

J0

(

βr,k(ρ)
)






J2

(

βr,k1
(ρ)

)

· sin
(

±
[

2πfk1
ρ + ψr,k1

(ρ)
])

dρ . (8.122)

These are also second order IMD products, which again cancel each other.

• When

nk =



















±1 , k = k1 ,

±1 , k = k2 ,

±1 , k = k3 ,

0 , k 6= k1 and k 6= k2 and k 6= k3 ,

(8.123)

with k1 6= k2, k1 6= k3 and k2 6= k3, this results in eight terms, grouped
in pairs of two identical terms of the form

ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)









K
∏

k=1
k/∈{k1,k2,k3}

J0

(

βr,k(ρ)
)









· J1

(

βr,k1
(ρ)

)

J1

(

βr,k2
(ρ)

)

J1

(

βr,k3
(ρ)

)

· sin
(

2πfk1
ρ + ψr,k1

(ρ) ±
[

2πfk2
ρ + ψr,k2

(ρ)
]

±
[

2πfk3
ρ + ψr,k3

(ρ)
])

dρ . (8.124)

This is called third order IMD. Third order IMD products appear around
frequencies fk1

± fk2
± fk3

, and hence coincide with the passband of the
band-pass filter when fk1

±fk2
±fk3

≈ fj . It can be verified that this will
certainly occur when there are three or more SCM channels with equal
differences between the carrier frequencies.

• When

nk =











±2 , k = k1 ,

±1 , k = k2 ,

0 , k 6= k1 and k 6= k2 ,

(8.125)
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with k1 6= k2, this results in four terms of the form

ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)









K
∏

k=1
k/∈{k1,k2}

J0

(

βr,k(ρ)
)









· J2

(

βr,k1
(ρ)

)

J1

(

βr,k2
(ρ)

)

· sin
(

4πfk1
ρ + 2ψr,k1

(ρ) ±
[

2πfk2
ρ + ψr,k2

(ρ)
])

dρ . (8.126)

These are also third order IMD products. Their center frequencies coin-
cide with the passband of the band-pass filter when 2fk1

± fk2
≈ fj .

• When

nk =

{

±3 , k = k1 ,

0 , k 6= k1 ,
(8.127)

this results in two terms of the form

ZTIARpdPx

4LTxLRxLnw

∫ ∞

−∞
hBP,j(t − ρ)







K
∏

k=1
k 6=k1

J0

(

βr,k(ρ)
)






J3

(

βr,k1
(ρ)

)

· sin
(

6πfk1
ρ + 3ψr,k1

(ρ)
)

dρ . (8.128)

These are also third order IMD products. Their center frequencies coin-
cide with the passband of the band-pass filter when 3fk1

≈ fj . This will
not occur when the carrier frequencies are chosen within a sufficiently
small bandwidth.

• It can be verified that all other combinations of the nks lead to (higher
order) IMD products with smaller amplitudes. These are therefore ne-
glected.

Apparently, IMD in a phase-synchronized CM receiver for multi-channel SCM
over CM is dominated by third order IMD. The number of third order IMD
products that appear in the passband of the band-pass filter depends on the
choice of the carrier frequencies fk, and their amplitude depends on the modu-
lation format of the SCM channels and the transfer function of the band-pass
filter. When both the power spectral density of the modulated SCM channels
and the transfer function of the band-pass filter are approximated as rectan-
gular functions with identical bandwidth WBP and center frequency fj , then it
can be shown that approximately 2

3 of the power of a third order IMD product
is passed through by the band-pass filter [100].
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Hence, when it is assumed that the βr,ks are a constant β, and that only
negligible power of third order IMD products leaks into adjacent channels,
then the carrier-to-intermodulation ratio (CIR) follows from (8.114), (8.124),
(8.126) and (8.128) as

CIRIMD ,

〈

E2
[

VBP,r,j(t)
]

desired

〉

〈

E2
[

VBP,r,j(t)
]

IMD

〉

=
3J2K−2

0 (β)J2
1(β)

K111J
2K−6
0 (β)J6

1(β) + K21J
2K−6
0 (β)J2

1(β)J2
2(β) + K3J

2K−6
0 (β)J2

3(β)

=
3J4

0(β)J2
1(β)

K111J6
1(β) + K21J2

1(β)J2
2(β) + K3J2

3(β)
, (8.129)

where K111, K21 and K3 are the number of terms of the form (8.124), (8.126)
and (8.128), respectively, that appear at center frequency fj .

Example 8.5

Again consider the network of Example 8.4, but now with multi-channel SCM
instead of single-channel SCM. The European center frequencies for the three
non-overlapping channels in IEEE 802.11b are given by

f1 = 2412 MHz , (8.130)

f2 = 2442 MHz , (8.131)

f3 = 2472 MHz . (8.132)

Hence, one can verify that the following combinations of carrier frequencies
each lead to two third order IMD products that appear at a carrier frequency:

• 2f2 − f3 = f1;

• f1 − f2 + f3 = f2;

• 2f2 − f1 = f3.

As a result, channel 1 and 3 have K111 = K3 = 0 and K12 = 2, and channel 2
has K12 = K3 = 0 and K111 = 2. Hence, we find

CIRIMD =
3J4

0(β)

2J2
2(β)

, (8.133)

for channel 1 and 3 and

CIRIMD =
3J4

0(β)

2J4
1(β)

, (8.134)

for channel 2. These are plotted as a function of β in Figure 8.9.
Obviously, the CIR decreases with increasing β, and the CIR for the middle

channel is always worse than the CIR of the other two channels.
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→ β

CIRIMD

[dB]

↑
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Figure 8.9: Carrier-to-intermodulation ratios

Noise performance

The variance of the noise of the band-pass filter follows from (5.14) and (8.107)
as

σ2
VBP,r,j(t)

= RVBP,r,jVBP,r,j
(t, t) − E2

[

VBP,r,j(t)
]

≈ Z2
TIARpdPxeN

2LTxLRxLnw

∫ ∞

−∞
h2

BP(t − ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

32L2
TxL

2
RxL

2
nw

∫ ∞

−∞
h2

BP(t − ρ)

[

4N2 + 2N

+ cos

(

2∆φr + 2

K
∑

k=1

βr,k(ρ) sin
(

2πfkρ + ψr,k(ρ)
)

)]

dρ

+ Z2
TIASth

∫ ∞

−∞
h2

BP(t − ρ) dρ . (8.135)

In Subsection 8.4.2 we have seen that ∆φr should be set to 3π
2 in order to

achieve a maximum output signal amplitude. Assuming that the modulation
of the RF carrier does not affect the variance (so we take βr,k(t) = βr,k and
ψr,k(t) = ψr,k), and using (8.110) we can then write

cos

(

2∆φr + 2
K

∑

k=1

βr,k(ρ) sin
(

2πfkρ + ψr,k(ρ)
)

)

=

−
∑

n1

∑

n2

· · ·
∑

nK

[

K
∏

k=1

Jnk
(2βr,k)

]

cos

(

K
∑

k=1

nk

[

2πfkρ + ψr,k

]

)

. (8.136)
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Substituting these in (8.135), writing the impulse response hBP,j(t) as the in-
verse Fourier transform of the transfer function HBP,j(f) of the band-pass filter,
and applying phase-averaging over the ψr,ks and time-averaging, only the terms
with n1 = n2 = ... = nK = 0 remain, resulting in

〈

σ2
VBP,r,j(t)

〉

≈ 2Z2
TIA

∣

∣HBP,j(fj)
∣

∣

2

{

RpdPxeN

2LTxLRxLnw

+
R2

pdP 2
x τc

32L2
TxL

2
RxL

2
nw

[

4N2 + 2N −
K
∏

k=1

J0(2βr,k)

]

+ Sth

}

. (8.137)

Assuming that all βr,ks are the same, this reduces to

〈

σ2
VBP,r,j(t)

〉

≈ 2Z2
TIA

∣

∣HBP,j(fj)
∣

∣

2

{

RpdPxeN

2LTxLRxLnw

+
R2

pdP 2
x τc

32L2
TxL

2
RxL

2
nw

[

4N2 + 2N − JK
0 (2β)

]

+ Sth

}

. (8.138)

The carrier-to-noise and intermodulation ratio (CNIR) at the output of the
band-pass filter now follows from (8.114), (8.129) and (8.138) as

CNIRBP ,

〈

E2
[

VBP,r,j(t)
]

desired

〉

〈

σ2
VBP,r,j(t)

〉

+
〈

E2
[

VBP,r,j(t)
]

IMD

〉

=
(

CNR−1
sn + CNR−1

bn + CNR−1
tn + CIR−1

IMD

)−1

, (8.139)

where

CNRsn =
RpdPx

〈

J2
1

(

βr,j(t)
)〉

8N LTxLRxLnweWBP

K
∏

k=1
k 6=j

〈

J2
0

(

βr,k(t)
)〉

, (8.140)

CNRbn =
2
〈

J2
1

(

βr,j(t)
)〉

[

4N2 + 2N − JK
0 (2β)

]

τcWBP

K
∏

k=1
k 6=j

〈

J2
0

(

βr,k(t)
)〉

, (8.141)

CNRtn =
R2

pdP 2
x

〈

J2
1

(

βr,j(t)
)〉

16L2
TxL

2
RxL

2
nwSthWBP

K
∏

k=1
k 6=j

〈

J2
0

(

βr,k(t)
)〉

, (8.142)

and CIRIMD is given by (8.129).
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Note that on one hand Figure 8.9 suggests that β should be chosen as small
as possible in order to get a high CIR, whereas on the other hand Figure 8.8
suggests that β should be given an optimum value somewhere between zero and
one in order to maximize the amplitude of the desired signal and hence maxi-
mize the CNRs. As a result, there is a trade-off in choosing β. Optimization
cannot be performed analytically so it should be done numerically.

Example 8.6

Again consider the network of Example 8.5. Suppose that the multi-channel
SCM is used to distinguish between single-channel RAPs, like in Example 8.4,
so there are N coherence modulators and N K coherence demodulators. Hence,
the network losses are Lnw ≈ 1.090 · 3N2 ≈ 3.271N2. The other parameters
are assumed to be the same as in the previous examples. The resulting CNIR
for channel 2 follows from (8.134) and (8.139) through (8.142) and is numer-
ically optimized with respect to β. The resulting maximum CNIR values are
plotted as a function of the number of CM channels N in Figure 8.10(a). The
corresponding optimum values of β are shown in Figure 8.10(b).

→ N

CNIR

[dB]
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CNIRBP
CNRsn
CNRbn
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(a) Maximum CNIRs
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(b) Optimized modulation index β

Figure 8.10: Carrier-to-noise and intermodulation ratios (CNIRs) at the out-
put of the band-pass filter as a function of number of CM chan-
nels N in a WLAN IEEE 802.11b distribution network based on
CM and multi-channel SCM, with 3 SCM channels per CM chan-
nel and optimized modulation index β

Maintaining the 16.7 dB criterion, it follows that at most 13 CM channels, and
hence 39 RAPs can be supported, which is the same as with single-channel
SCM in Example 8.4. Apparently, the reduction in beat noise is more or less
compensated for by the fact that the modulation index β had to be decreased
due to IMD.
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Alternatively, one could use CM to distinguish between the RAPs and use
multi-channel SCM to distinguish between MTs that are served by the same
RAP. This can be done in both the uplink and downlink direction. Since only
N coherence demodulators would be required in that case, the network losses
would decrease by 4.7 dB with respect to the case described above. This is not
expected to increase the maximum number of CM channels, however, since the
CNIR is mainly determined by beat noise and IMD, which do not depend on
the losses.

Output stabilization

In case of multi-channel SCM, the SCM channels are modulated onto a CM
channel by one single coherence modulator. Hence, the coherence demodu-
lators only have to match their MZI-imbalance TRx to this single coherence
modulator in order to demultiplex any of the SCM channels in the correspond-
ing CM channel. This can be done in exactly the same way as described in
Subsection 8.3.1, without the kind of problems that occur for single-channel
SCM.

The self-heterodyning method that was described in Subsection 8.3.2 cannot
be used in case of multi-channel SCM, because the different SCM channels
require different frequency shifts. This cannot be realized when the different
SCM channels are first multiplexed in the electrical domain and then modulated
onto a CM channel by means of one coherence modulator.

In contrast to single-channel SCM, multi-channel SCM does enable co-
herence demodulation by means of any of the phase diversity receivers that
were considered in Subsection 8.3.3. The output signals of the low-pass filters,
VLP,I,r(t) and VLP,Q,r(t), do contain multiple terms like for single-channel SCM,
but in case of multi-channel SCM these terms all have the same phase offset,
so that VLP,I,r(t) and VLP,Q,r(t) do have a quadrature relation.

For the IM and differential PM phase diversity receiver the proper SCM
channels can be selected by dimensioning the filters like described in 8.3.3, ac-
cording to the carrier frequency of the desired SCM channel. In case multiple
SCM channels are to be demultiplexed by the same phase diversity receiver, the
low-pass filters should comprise multiple passbands, and the SCM channels are
demultiplexed by means of parallel band-pass filters at the output of the phase
diversity receiver. In case of a differential PM phase diversity receiver, the car-
rier frequency should be closely spaced so that the value of ∆T approximately
matches to all the SCM channels. IMD will occur in both cases.

For the PM phase diversity receiver the low-pass filter should be dimen-
sioned according to the highest carrier frequency, and the SCM channels can
be demultiplexed by means of parallel band-pass filters at the output of the
receiver. The advantage of the PM phase diversity receiver is that its output
signal has a linear relation with the composite modulating signal (provided
that CD can be neglected for all frequencies in the passband of the low-pass
filter), so that IMD does not occur.
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8.5 Conclusions

It has been shown that RF signals can be distributed by means of CM, for
example to distinguish between RAPs in a wireless distribution system. The
RF signals can be modulated onto the CM channels by means of either PM
or IM. Harmonic distortion will occur in both cases; for PM this is caused
by the non-linearity in the demodulation whereas for IM it is caused by the
non-linearity in the modulation. PM turned out to result in a stronger output
signal, and moreover it can more easily cope with detector imbalances.

The impact of CD has been described and analyzed, showing that CD ef-
fectively results in an attenuation of the RF signal at the output of the CM re-
ceiver. In a CM distribution system for IEEE 802.11b wireless LAN with a
network span of 500 m and optical sources with 1550 nm center wavelength
and 0.1 ps coherence time, a dramatic dispersion penalty of approximately
50 dB would result, whereas center wavelengths of 1310 nm would result in a
negligible dispersion penalty of approximately 0.1 dB.

Noise performance analysis has shown that approximately 41 RAPs can be
simultaneously supported by CM, when the distribution system is allowed to
introduce a penalty of 1 dB to the link budget of the wireless interface.

It has been shown that the output signal of a CM receiver can be stabi-
lized by phase synchronization, self-heterodyning or phase diversity detection.
Phase synchronization requires frequency dithering in case of IM, but this can
be omitted in case of PM. Self-heterodyning can be performed by applying a
frequency shift that corresponds to the carrier frequency of the transmitted
RF signal, which has the additional advantage that demodulation can be per-
formed without harmonic distortion so that a stronger output signal can be
obtained. Analog phase diversity receivers have been proposed based on IM,
PM and differential PM.

Multiple RF channels can be multiplexed into one CM channel by using
SCM on top of CM. It has been shown that this can be performed either
by transmitting multiple optical carriers in the same CM channel, each con-
taining one SCM channel (single-channel SCM) or by first multiplexing the
SCM channels in the electrical domain and modulating the composite signal
onto one CM channel (multi-channel SCM).

Single-channel SCM has the advantage that it can be used when the different
SCM channels are generated in different transmission nodes. Each coherence
modulator still introduces a comparable amount of beat noise and shot noise,
so that the noise performance is comparable to the case where each RF sig-
nal is transmitted in a separate CM channel. When the SCM channels are to
be demultiplexed by one single CM receiver, the MZI-imbalances of the corre-
sponding CM transmitters have to be carefully matched, which requires mutual
coordination between the transmitters. A dedicated phase synchronization cir-
cuit has been proposed for matching the delays of a transmitter-receiver pair in
the case where each SCM channel is demultiplexed by a separate CM receiver.
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Self-heterodyning can be performed, provided that frequency shifting is applied
in the transmitters. Phase diversity detection cannot be performed, because
the different channels have different phase offsets, so that the output signals of
the low-pass filters in a phase diversity receiver would not have a quadrature
relation.

Multi-channel SCM has the advantage that less coherence modulators are
required, which reduces the costs and the network losses. It can only be used
when all the SCM channels in one CM channel are generated in the same node,
however. The main disadvantage is that IMD occurs due to the non-linearity of
coherence modulation and demodulation. Although the amount of beat noise
is reduced due to the reduced number of coherence modulators, IMD requires
the modulation index to be reduced to such a value that the resulting noise
performance is comparable to the single-channel SCM case. Phase synchroniza-
tion can be performed in the same way as in the case where each CM channel
carries only one RF signal. Self-heterodyning cannot be performed, because
different SCM channels require different frequency shifts. Modifications have
been proposed in order to enable the proposed phase diversity receivers to de-
multiplex the SCM channels in case of multi-channel SCM. The PM phase
diversity receiver then has the specific advantage that the output signal has a
linear relation with the individual SCM channels, so that IMD does not occur.

An interesting property of CM is that it is transparent, in the sense that
the channels can operate independently. Hence, CM can be applied in a sys-
tem where both digital and analog signals are distributed, supporting fixed
terminals at high speeds and mobile terminals at relatively low speeds.

IEEE 802.11b was considered as an example of a wireless transmission stan-
dard that can be supported by optical RF distribution. Alternatively, a higher
data rate system like IEEE 802.11g [97] could be considered as well, but this
has the problem that 52 OFDM carriers are used per MT, which requires a large
number of SCM channels per CM channel. This will either introduce large net-
work losses and beat noise power (single-channel SCM) or considerable IMD
(multi-channel SCM). The latter could be reduced by using predistortion tech-
niques prior to optical modulation, or by performing coherence demodulation
by means of the proposed PM phase diversity receiver. As described, the lin-
earity of this receiver can only be guaranteed when CD is negligible for all
RF frequencies in the passband of the low-pass filter. This can eventually be
achieved by using optical dispersion compensation techniques.

Part of the results that have been presented in this chapter were published
in [94].



i

i

i

i

i

i

i

i

Chapter 9

Conclusions and directions for
further research

This chapter will summarize the conclusions that can be drawn from the re-
search that has been described in this thesis. Moreover some directions for
further research will be suggested.

9.1 Conclusions

The previous chapters have described the operation principles of coherence
multiplexing (CM). Moreover, several new concepts have been proposed, eval-
uated by means of theoretical analyses and illustrated by means of waveform
simulations. The latter are performed using a custom-designed tool based on
SimulinkTm. The main conclusions will be recapitulated here in short; for more
detailed conclusions the reader is referred to the corresponding chapters.

CM can be used to multiplex several information channels over a common
optical fiber cable. The information channels are modulated onto broadband
optical carriers using coherence modulation. This implies that different chan-
nels are characterized by the relative delay between two versions of a broadband
optical signal, which are generated by means of a broadband optical source
and an interferometer with a large path-imbalance, which acts as an optical
encoding device. The actual modulation can be performed by applying phase
modulation (PM) to one of the versions, or intensity modulation (IM) to both.

Optical decoding can be performed by means of another interferometer with
a path-imbalance that corresponds to the relative delay in the channel that is to
be demultiplexed. In case of PM, detection can be performed either by means
of single-ended or balanced detection; IM requires balanced detection.

The optical encoders and/or decoders can be made tunable by means of
optical switches and multiple delay lines; two alternative configurations have
been proposed. Half-duplex transmission can be realized by alternately using
an interferometer as an encoding and decoding device, by means of a switch.

233
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The performance of CM transmission is mainly hampered by optical beat in-
terference noise, thermal receiver noise and chromatic fiber dispersion. This
limits the bandwidth of the information signals, the number of channels that
can be multiplexed and the distance between transmitters and receivers. Dig-
ital transmission by means of binary phase shift keying (BPSK) and on-off
keying (OOK) has been illustrated. BPSK has been shown to result in a better
performance than OOK, especially when balanced detection is performed.

Three different topologies for multiplexing the coherence-modulated signals
have been considered, each having specific advantages or disadvantages with
respect to complexity, flexibility and performance. All topologies have in com-
mon that their performance degrades with increasing number of channels, due
to increasing splitting losses and increasing number of beat noise products. The
single intrinsic reference ladder (SIRL) system has been proposed and shown
to result in a superior noise performance with respect to previously proposed
coherence multiplexing topologies.

Under certain conditions the output signal of a CM receiver can become
unstable due to temperature drift, fabrication tolerances or component aging,
resulting in an unwanted offset in the phase difference between the interfering
light waves in the receiver. In previously described systems this had been solved
by means of either a phase synchronization scheme with a feedback loop or
self-heterodyne detection using an optical frequency shifter. A new coherence
demodulation concept using balanced optical phase diversity has been proposed
and analyzed, showing that it can be used for passively stabilizing the output
signal of a CM receiver. Several modulation formats like OOK, binary DPSK,
DQPSK and M -ary DPSK were considered and analyzed, showing that phase
diversity introduces some performance degradation, due to both the increased
optical insertion losses and the fundamental performance difference between
synchronized and non-synchronized detection.

The performance of any CM system degrades with increasing distance be-
tween transmitters and receivers, due to attenuation and chromatic disper-
sion (CD) in the transmission fiber. Both phenomena heavily depend on the
center wavelength of the optical sources. For standard single-mode fiber, for ex-
ample, the attenuation is minimum at 1550 nm, whereas the CD is minimum at
1310 nm. The impact of attenuation and CD on digital transmission has been
studied in detail, showing that, in case of significant CD, QPSK modulation
results in a better performance than BPSK modulation. The performance can
be further improved by using electrical or optical equalization techniques. Op-
tical equalization is more effective because it results in a fundamental increase
of the transmission bandwidth that the CM system accommodates.

The bit rates, number of channels and link lengths that can be achieved are
mutually dependent and depend on multiplexing topology, modulation format,
detection technique and several system parameters. Moreover the actual perfor-
mance limitation (beat noise, thermal noise and/or CD) also depends on these
specifications. For example, when BPSK modulation and phase-synchronized
detection are used in a parallel array (PA) topology, and the system parame-
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ters are chosen according to the numerical examples that are presented in this
thesis, then the following specifications can be achieved with bit error rates
below 10−9:

• In an access network with a maximum span length of 10 km and bit rate
of 100 Mbps per channel, the maximum number of channels that can be
supported is in the order of 10 for 1550 nm sources and in the order of
30 for 1310 nm sources, mainly limited by CD and beat noise;

• In a LAN with a maximum span length of 400 m and bit rates of 1 Gbps
per channel, the maximum number of channels that can be supported is
in the order of 8 for 1550 nm sources and in the order of 11 for 1310 nm
sources, mainly limited by beat noise;

• In an optical interconnect with 850 nm sources and CMOS photoreceivers
with a bit rate of 3 Gbps per channel, photodetector responsivity of
0.41 A/W and equivalent input noise current of 10 pA/

√
Hz (according

to Radovanović’ design [3]) and short fiber lengths so that CD and at-
tenuation can be neglected, approximately 5 channels can be supported,
resulting in a total interconnect transmission rate of 15 Gbps. This is
mainly limited by thermal noise.

Apart from digital transmission, CM can also be used to distribute radio-
frequency (RF) signals, for example to distinguish between radio access points
(RAPs) in a wireless access system. The frequency-fiber length product is then
limited by CD. Multiple RF signals can be multiplexed through one CM channel
by means of subcarrier multiplexing (SCM), either by using multiple coherence
modulators (single-channel SCM) or by multiplexing the SCM channels in the
electrical domain prior to coherence modulation (multi-channel SCM). A par-
ticular problem in RF distribution is the inherent non-linearity in coherence
modulation and/or demodulation, which results in harmonic distortion and —
in case of multi-channel SCM— intermodulation distortion (IMD). This can
be reduced by means of predistortion techniques. The noise performance in
case of RF modulation has been analyzed and illustrated for the distribution
of wireless LAN signals based on the IEEE 802.11b standard, showing that
approximately 40 RAPs could be supported. Several ways of stabilizing the
output signal of a CM receiver in case of RF transmission have been proposed.

Considering the numerical results that have been given above, it can be
concluded that CM indeed has potential for utilization in short range commu-
nication applications like subscriber networks, LANs and interconnects. CM
has the following advantages with respect to more mature multiplexing tech-
niques like WDM, TDM, SCM and OCDM (see Section 1.4):

• It can be implemented using relatively simple components like broadband
sources and (integrated) Mach-Zehnder interferometers;

• The multiplexing and demultiplexing operation is rather robust: no active
stabilization is required for avoiding crosstalk between channels;
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• The transmitters do not require mutual synchronization;

• A channel can be set up in a relatively short time because a receiver only
needs to synchronize to the received signal on symbol timing level, and
not on code chip or even carrier phase level;

• The multiplexing principle is relatively flexible because the network does
not need to be reconfigured when a channel is added;

• It is transparent in the sense that channels operate independently and
the modulation technique imposes only minor conditions on the format
of the signal that is to be transmitted.

These properties enable simultaneous distribution of a wide range of services
like analog radio and TV, telephony, high-speed fixed Internet access and wire-
less access based on Radio over Fiber transmission.

The results in the numerical examples have to be handled with care, how-
ever. They are based on assumptions with respect to subsystems and compo-
nents that have not been considered in great detail, since this requires knowl-
edge in different research areas. This definitely calls for further research in-
cluding experimental verification; directions for this will be given in the next
section.

Although the resulting technology could lead to relatively inexpensive im-
plementation of optical transmitters and receivers, the actual technology devel-
opment is rather costly, because it requires research in several areas, including
(expensive) integrated circuit design. Moreover, CM suffers from a lack of ap-
peal due to its conceptual complexity. This hampers the acquisition of funds for
doing research on CM implementation, although it is an excellent topic for do-
ing multidisciplinary academic research, which might result in huge cost savings
in case of massive deployment of CM-based networks. An economic feasibility
study can only be done after further technological research, however.

9.2 Directions for further research

In this section some directions for further research will be suggested. These
include an extension of the system level research that has been described in this
thesis, possible improvements for the simulation tool that has been described
in Chapter 3, and research in related areas, namely optical source design, in-
tegrated optics technology, optical receiver design and network-related topics.
Moreover some directions for applying CM-like techniques in wireless transmis-
sion will be given.

9.2.1 System level research

First some suggestions will be given for filling up some “gaps” in the system
level research that has been described in this thesis.
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Apart from the digital modulation schemes that were considered in this thesis
(OOK, PSK and DPSK), alternative formats like quadrature amplitude mod-
ulation (QAM), frequency shift-keying (FSK) and (differential) polarization
shift-keying (POLSK/DPOLSK) could be studied. QAM requires a combina-
tion of PM and IM and can be demodulated by means of a four-way phase-
synchronized receiver, similar to the M -ary PSK receiver that was proposed in
Subsection 6.4.3 (see Figure 6.8). FSK involves applying external FSK modu-
lation in one of the interferometer arms of the coherence modulator, and can
be demodulated by means of a phase diversity receiver with an FSK demod-
ulation circuit, similar to the PM phase diversity receiver that was proposed
in Subsection 8.3.3 (see Figure 8.5). (D)POLSK can be performed by modu-
lating the state of polarization (SOP) of the light waves (or difference in SOP
between the light waves), and can be demodulated by means of polarization
beam splitters. The implementation aspects of the corresponding transmitters
and receivers should be studied and their performances should be evaluated
and compared.

In Chapter 7, the impact of CD on digital transmission has only been de-
rived for BPSK and QPSK, and should be extended to OOK, M -ary PSK and
DPSK, and eventually to QAM, FSK and (D)POLSK. Moreover, it should be
studied how these modulation formats can be combined with optical pulse-
shaping, electrical equalization (see Subsection 7.4.1) and/or optical equaliza-
tion (see Subsection 7.4.2) and how well they would perform in that case.

In Subsection 8.3.3, different phase diversity receivers were proposed for
demodulating RF-modulated CM channels, but their performances have not
been compared yet. This would require further analysis, incorporating the
effect of noise and CD.

In cases where thermal noise dominates, and it turns out to be difficult to
increase the optical source power or improve the optical receivers, optical am-
plification can become an option, for example by means of an Erbium-doped
fiber amplifier (EDFA) or semiconductor optical amplifier (SOA). Note, how-
ever, that this would decrease the signal-to-beat noise ratio due to the amplified
spontaneous emission noise [92,93], and eventually due to the fact that the am-
plification window of the amplifier might not completely cover the spectrum of
the optical source signal, resulting in an increased coherence time [48].

Of course, the so-far obtained theoretical results have to be experimentally
verified. This will probably lead to refinement of the models and eventually
give rise to a study of so-far neglected phenomena.

9.2.2 Simulation

The simulation tool that has been described in Chapter 3 only partly fulfills the
goals that were formulated in Section 3.1. That is, the tool is merely used for
getting a thorough understanding of the operation principle of the considered
systems, for example by verifying whether the actual signal waveforms comply
with the expectations that arise from the theory.
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The tool did not turn out to be suitable for verifying the actual bit error rate
performance results that have been derived, mainly because of the excessive
simulation time that would be required. This is related to three specific aspects
of the simulation tool and the systems that are simulated:

• First of all, the considered bit error rates are so low, that many bits would
have to be simulated in order to get enough bit errors for obtaining a
sufficiently accurate estimation of the bit error probability. To estimate
bit error rates in the order of 10−9 would require 1011 simulation trials
to achieve an accuracy of ±20 % with 95 % confidence [101];

• Furthermore, the bit time in a CM system should be much larger than the
coherence time in order to get a large processing gain and hence achieve
such low bit error rates. Since the sample time should be in the order of
half the coherence time, this implies that the simulation of one bit already
takes many samples. The total number of samples in a simulation run is
even further increased by the fact that multiple transmitters have to be
simulated, and moreover each sample is subjected to quite some signal
processing steps, especially in the SMF model;

• Finally, although SimulinkTm is a relatively user-friendly and flexible sim-
ulation tool, it results in relatively slow simulations, since the actual
calculations are performed by MatlabTm, which compiles the simulation
code during the simulation run.

This last problem can be solved by carefully optimizing the signal processing
algorithms that have been described in Chapter 3 for simulation on a computer,
and programming these in a lower-level programming language like C++ [102].

The actual number of samples that have to be processed might be reduced
by applying so-called importance sampling techniques [101]. This involves bi-
asing the random number generators in such a way that the actual number of
errors that occur is increased, which —after a suitable correction— results in
accurate estimations of low bit error rates using relative few calculations. Fur-
ther research is required for evaluating the feasibility of reducing the simulation
time in that way.

Another shortcoming of the current simulation tool is that the simulation
models are not more sophisticated than the models that have been used in the
theoretical analyses. Hence, the tool can only be used to verify the accuracy
of the approximations in the theoretical analyses, and not whether the models
on which the analyses are based are sufficiently realistic. The validation of the
models requires experimental verification.

Finally, an improved version of the simulation should contain more features
for displaying and analyzing results, for example for plotting eye diagrams or
estimating bit error rates as a function of certain system parameters.
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9.2.3 Broadband optical sources

A technological topic that has not been considered in much detail is broadband
optical sources. The parameter values that were assumed in the numerical ex-
amples were conservatively chosen after surveying several data sheets of com-
mercially available SLED sources. These are still rather expensive, however,
since they are mainly in used in quite specialized applications like optical com-
ponent characterization, optical sensing, medical imaging and navigation. This
might change once SLEDs are massively produced for consumer applications.

Instead of using commercially available (pigtailed) sources, the production
and installation costs might be reduced by designing dedicated sources for
application in CM systems, eventually integrated together with the optical
encoding circuit on a single transmitter chip.

From the research that has been presented in this thesis it can be concluded
that several criteria have to be taken into account when such sources are to be
purchased or designed.

First of all it is critical that the source is able to couple enough optical
power into the encoding circuit, which puts requirements on the total amount
of emitted power and the coupling efficiency. This required power depends on
the optical losses in the optical circuits in transmitters and receivers, in the
transmission fiber (and hence on the network span) and in the optical splitters
and combiners in the network (and hence on the number of transmitters and
receivers). It also depends on the sensitivity of the optical receivers, which
depends on the modulation format and detection technique, the responsivity
of the photodiodes and the amount of thermal noise in the electronic receiver
circuit. On the other hand, the emitted power should not be too large since this
will increase the costs of the driving and cooling circuit and it might introduce
non-linearities in the transmission fiber. (Further study would be required to
find out at what source power and span length fiber non-linearity starts to play
a role, and what typical implications it has in a CM system.)

The choice for the center wavelength depends on several aspects. First of all
different wavelength regions require different active materials, which determine
the material costs and how easily the source can be fabricated and eventu-
ally integrated with the optical encoding circuit. Furthermore the wavelength
region also determines which material should be used for the photodetector,
resulting in a similar design issue in the receiver. And finally, the attenua-
tion and CD in the transmission fiber strongly depend on the optical center
wavelength. Its impact on the choice for the center wavelength depends on
the envisioned network span and whether or not optical amplification and/or
dispersion compensation will be performed.

On one hand we have seen that the bandwidth of the emitted signal should
be as large as possible, in order to have a low coherence time, and hence a high
signal-to-beat noise ratio. Moreover this enables encoding and decoding to be
performed by means of MZIs with relatively small path delay differences, with
sufficient suppression of undesired channels. On the other hand, the bandwidth
should not be too large because this will lead to intersymbol interference (ISI)
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due to CD. The choice of the coherence time hence depends on the network
span and whether or not dispersion compensation will be performed.

The actual shape of the spectrum is also critical. It should not contain sig-
nificant peaks or ripple, because this will introduce side lobes in the coherence
function, resulting in crosstalk between the channels. Moreover, the center of
the envelope of the coherence function should be as flat as possible, so that a
small mismatch between the delays in transmitter and receiver will not result
in a significant amplitude reduction of the (stabilized) receiver output signal.
(The Gaussian approximation for the spectrum that has been assumed in this
thesis is quite ideal in that sense: neither the spectrum nor the coherence func-
tion contains side lobes, so that both crosstalk and ISI are minimized. Moreover
the center of the envelope of the coherence function is flat.)

Depending on the availability and costs of external modulators, direct mod-
ulation of the source might be desirable. This will be increasingly difficult for
increasing modulation bandwidths.

Finally, reliability of the optical sources is an essential criterion. When in-
stalled at for example the customers’ premises, relatively short source lifetimes
will result in unacceptably high maintenance costs.

9.2.4 Integrated optics technology

Although preliminary experiments can be done by means of fiber testbeds, the
optical encoders and decoders for more advanced experiments or even commer-
cial products should definitely be fabricated in integrated optics technology.
This is the only way to realize the MZIs with small path delay differences suffi-
ciently accurately, while guaranteeing that coherent light waves always have the
same SOP, so that maximum interference occurs (see Section 2.4). Moreover
optical integration removes the need of optical component alignment, eventu-
ally enables integration with sources, detectors and electronics, and will hence
result in the lowest costs in case of mass production.

Application in CM systems puts very specific requirements on these op-
tical circuits, so that existing component designs can probably not be used.
This has not been considered in further detail in this thesis, so that further
research is definitely required to investigate the feasibility of such circuits, and
moreover enable proper experimental verification of the system level research
that has been presented in this thesis. Some important design criteria will be
recapitulated here.

A first criterion is that the waveguides in the optical circuits should be
strictly single-mode, because different modes in a multimode waveguide would
have different propagation constants and would hence result in different inter-
ference effects. This would significantly degrade the amplitude of the receiver
output signal.

Furthermore, the desired functionality of the circuits should not only apply
to a single operating wavelength, but rather to a relatively wide wavelength
range, in the order of several tens of nanometers. This will be particularly
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challenging for the phase diversity receiver circuits that were considered in
Chapter 6, since these contain a multimode interference (MMI) coupler.

The functionality of the circuit would preferably also be polarization in-
dependent. In case this cannot be achieved, the optical source signal should
be polarized before it is coupled into the encoding circuit, and polarization
diversity should be applied in the receiver (see Subsection 6.6.1).

The fabrication technique that is used should be sufficiently accurate. A
particularly critical design parameter is the coupling coefficient of the last cou-
pler in the receiver, just in front of the photodiodes, especially when IM is per-
formed. When this coupler is not uniform, balancing is not performed properly
so that crosstalk between the CM channels will occur (it can be shown that this
becomes significant with tolerances in the coupling coefficient beyond 0.1 %),
unless some kind of (adaptive) compensation is applied in the electronic part
of the receiver (see Subsection 4.8.3). Moreover, the group delay imbalance of
the MZIs should be fabricated sufficiently accurately, so that the receiver does
not require active coherence matching (see Example 6.1).

The losses of the optical circuits should be kept within reasonable bounds,
so that optical amplification in the network can be omitted. The amount of
loss that can be tolerated depends on the actual performance limitation of the
system as a whole: as long as beat noise dominates over thermal noise, losses
of several dB per optical encoder or decoder chip might be allowed, whereas
losses below 1 dB per chip should be aimed at when thermal noise dominates.

A technology should be chosen that enables PM or IM, or at least enables
easy integration with separate modulators, unless direct modulation of the
source power is performed.

An interesting challenge would be to integrate a dispersion-compensating
device with the decoding circuit, which can be adaptively tuned, so that it can
match any length of the transmission fiber in a certain predefined range.

Especially Goedgebuer et al. have published many papers about the design
and fabrication of integrated components for coherence modulation and demod-
ulation, based on Lithium Niobate (LiNbO3) [34–43] and GaAlAs-GaAs [44,45].
Chu and Dickey claimed that fabrication of LiNbO3-chips was in progress at
the time of publication of their theoretical paper [29], but —to our knowledge—
have never published experimental results based on these. Kani et al. report
experiments for which “coherence encoders and decoders were fabricated us-
ing planar lightwave circuit (PLC) technology” [48], but they do provide any
further information about the actual design and fabrication. All the other ex-
periments on CM reported so far were either based on bulk optic components or
fiber testbeds using fiber stretchers and polarization controllers. The aforemen-
tioned integrated circuit technologies are relatively expensive, whereas achiev-
ing low costs was the main reason for using CM in the first place. Therefore,
it should be investigated whether components can be designed and fabricated
that satisfy the aforementioned criteria, using relatively inexpensive materi-
als and fabrication techniques, for example based on silicon oxynitride (SiON)
technology [69].
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9.2.5 Optical receiver design

CM also puts specific requirements on the design of the electronic part of the
receiver circuit.

Obviously, the bandwidth specifications of the photodiodes, transimpedance
amplifiers (TIAs) and processing electronics should comply with the bandwidth
of the signal that is to be detected. In case this cannot be achieved, an electrical
equalization circuit should be integrated into the receiver. The latter is also
required when the received signal suffers from ISI, due to dispersion in the
transmission fiber or limited bandwidth of the modulator in the transmitter.

Since the optical power from the transmitters is preferably passively dis-
tributed over the receivers, the receivers should have a high sensitivity. This
requires proper coupling between the optical and electronic part of the receiver
(preferably through integration), a high responsivity for the photodiodes and a
low equivalent input noise current for the TIAs. Precise requirements depend
on the modulation format, detection technique, bit rate, optical source power,
number of transmitters and receivers and optical losses, and follow from the
equations that were presented in this thesis.

Even when the transmitted optical power, number of transmitters and re-
ceivers and optical losses are known, the actual amount of received power in
a PA topology still depends on the number of transmitters that are active.
Hence, the optical receiver should have a relatively large dynamic range.

Especially in case of IM, the balanced receiver should have a relatively
high common-mode rejection ratio (CMRR). That is, its output signal should
mainly depend on the difference in power between the optical input signals, and
only negligibly on common power. Otherwise, crosstalk between the channels
will occur (also see Subsections 4.8.3 and 5.5.5). Basically this means that the
responsivities of the photodiodes should be sufficiently similar and the photodi-
ode currents should be properly subtracted. Since the common power increases
with increasing number of active channels, the required CMRR increases with
increasing number of transmitters: the CMRR should be around 20 dB for a
1 channel system and should increase by 6 dB every time the number of chan-
nels doubles. In case the last optical coupler in front of the photodiodes is
not properly uniform, or the photodiode responsivities are not sufficiently sim-
ilar, some kind of (adaptive) electronic compensation will be required, which
becomes increasingly difficult with increasing signal bandwidth.

For lowering the costs of the total receiver circuit, the photodiodes could
be integrated with the electronic circuit. This requires them to be fabricated
in the same technology as the electronic circuit (for example CMOS [3]), which
restricts the operating wavelength: for Si photodiodes the sensitivity range
is about 400–850 nm. This wavelength range is not suitable for relatively
long range transmission because of the relatively high attenuation and CD.
Therefore, this can probably only be applied effectively in optical interconnects.
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9.2.6 Transmission and networking standards

When coherence-multiplexed networks are realized for application, CM will
either have to be combined with existing transmission and/or networking stan-
dards like Ethernet [7], or new standards might have to be defined. Several
transmission and networking issues then deserve further attention.

Because of eventual reflections in the transmission path, simultaneous bidi-
rectional (full-duplex) CM transmission in the same CM channel might not be
a wise thing to do. One MZI can be alternately used as an encoding and decod-
ing device (see Section 4.5) when half-duplex transmission is performed using
a PA topology. Moreover, instead of simply assigning a separate CM channel
to each user, several users could perform multiple access on one CM channel,
for example by means of Ethernet. However, in both cases the question is how
to perform collision detection, because carrier sense during transmission is not
possible in case the MZIs are alternately used as encoding and decoding de-
vices or when two or more transmitters transmit in the same CM channel in
the same direction.

Depending on the network parameters, the bit error rate and hence packet
error rate in a PA might become unacceptably high in case too many trans-
mitters become active at the same time, as discussed in Subsection 5.2.5. Al-
though some possible traffic control protocols have been proposed for solving
this problem [66], their compatibility with existing standards should be further
investigated.

CM has been illustrated as an RF distribution technique for IEEE 802.11b,
but newer standards like IEEE 802.11g and 802.11n could be investigated as
well. Apart from assuring the transparency of the distribution network, it
should be investigated whether the increased delay between the remote base
station and the mobile terminals will have any implications at the protocol
level.

Another networking topic that has recently received considerable attention
in optical communications is security. CM transmission is relatively secure in
the sense that —in case PM is applied— the modulating signal is not directly
visible in the total power of the transmitted signal. However, it has been
demonstrated that an eavesdropper can easily tap the modulation signal by
means of narrowband wavelength filtering [103]. Various security enhancement
schemes have been proposed based on phase scrambling using recirculating
delay loops [104], spectral coding [12, 13], combining CM with CDMA [105],
dispersion coding [106] and scrambling of the modulating signal [107,108]. All
these schemes introduce a significant increase in complexity with respect to the
basic CM concept (especially when keying synchronization between transmitter
and receiver is required), so it is questionable whether security enhancement in
the optical domain is a better idea than (relatively inexpensive) cryptography
in the digital domain.
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Obviously, when a coherence-multiplexed network is designed, the networks
with which it is interfacing should be taken into account. This involves the
maximum amount of traffic that can be handled, but also choosing a transmis-
sion format that can be efficiently converted to the transmission format in the
interfacing network, such that the amount of processing in the intermediate
node is minimized.

9.2.7 Application as wireless transmission technique

Although this thesis has only considered the concept of CM as a means to
perform multiple access on a common optical fiber cable, it can also be applied
for performing multiple access on a wireless channel. This has been analyzed
and experimentally demonstrated in [109]. In radio transmission the concept
has two specific advantages:

• Expensive spectrally pure oscillators and band-pass filters can be omitted
because pure noise or a pseudo-noise sequence is used as the information
bearer;

• Although a large processing gain is achieved, carrier synchronization can
be performed in a relatively short time, since —in contrast to other ultra-
wideband (UWB) transmission techniques— an unmodulated reference
signal is transmitted along with the modulated signal. This might con-
siderably reduce the power consumption of burst mode receivers.

Therefore, the transmission concept is particularly suitable for wireless ad hoc
communications, where idle communication nodes continuously or at least reg-
ularly have to sense the communication medium for eventual transmissions,
whereas minimum energy consumption is critical in order to maximize battery
lifetime.

An alternative scheme in which the reference signal is frequency-shifted
instead of delayed with respect to the modulated signal has been proposed,
analyzed and experimentally demonstrated [110].

In both schemes the performance is degraded by frequency-selective fading,
where the actual degradation depends on the relation between the multipath
delays, the coherence time and the channel selection parameters (time delay or
frequency shift, respectively) [111].

The advantage of the frequency-offset system with respect to the time-
offset system is that multipath fading cannot result in crosstalk between the
channels. On the other hand, the frequency shifter in the receiver has to be
phase-synchronized to the frequency shift in the received signal, which is not
possible in case of severe multipath fading.

More research is required in order to optimize the design of the correspond-
ing transmitters and receivers, realize them as integrated microwave circuits
and compare these with existing UWB equipment.
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Appendix A

Doubly-stochastic Poisson
processes

A.1 Definition

Consider a doubly-stochastic inhomogeneous Poisson process [53]

X(t) =
∑

i

δ(t − ti). (A.1)

The random events times
{

ti
}

of this process are related to the rate Λ(t) of
the process. For doubly-stochastic inhomogeneous Poisson processes, this rate
is a random process with expected value E

[

Λ(t)
]

and autocorrelation func-
tion RΛΛ(t1, t2). For a given realization λ(t) of Λ(t), the number of events
(impulses) K in a time interval [t1, t2] is governed by a Poisson distribution:

P
[

K = k|Λ(t) = λ(t)
]

=
1

k!

(∫ t2

t1

λ(t) dt

)k

exp

(

−
∫ t2

t1

λ(t) dt

)

. (A.2)

The process X(t) is filtered by a linear time-invariant filter with an impulse
response h(t), resulting in a process

Y (t) =

∫ ∞

−∞
h(t − ρ)X(ρ) dρ =

∑

i

h(t − ti), (A.3)

In the following sections the expected value and autocorrelation function of
Y (t) will be derived. Although the derivation procedure is quite similar to the
one that is used in [53], the results will be more general because the rate Λ(t)
is assumed to be non-stationary here, whereas in [53], Λ(t) is assumed to be
a wide-sense stationary process. Moreover, the cross-correlation between two
Poisson processes will be derived.
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256 Appendix A. Doubly-stochastic Poisson processes

A.2 Expected value

In order to calculate the expected value of Y (t), the time axis is subdivided in
small intervals of length ∆t, which are chosen to be so small that the number of
events Kn in a time interval [n ·∆t, (n+1) ·∆t] is either 0 or 1, with conditional
probabilities that can be approximated by

P
[

Kn = k|Λ(t) = λ(t)
]

≈
{

1 − λ(n · ∆t) · ∆t , k = 0

λ(n · ∆t) · ∆t , k = 1
. (A.4)

The division in discrete-time intervals allows us to approximate Y (t) by

Ŷ (t) =
∑

n

h(t − n · ∆t)Kn . (A.5)

Using (A.4), the expected value of Ŷ (t) under the condition Λ(t) = λ(t) can
be written as

E
[

Ŷ (t)|Λ(t) = λ(t)
]

=
∑

n

h(t − n · ∆t)E
[

Kn|Λ(t) = λ(t)
]

(A.6)

=
∑

n

h(t − n · ∆t)λ(n · ∆t) · ∆t . (A.7)

Since the condition Λ(t) = λ(t) actually reduces to the condition Λ(n · ∆t) =
λ(n · ∆t)∀n ∈ Z, we can find the expected value of Ŷ (t) by multiplying the
conditional expected value in (A.6) with the joint probability density function
of all the values of Λ(t) at the discrete-time instants n ·∆t and integrating over
all the λ(n · ∆t)’s. This results in

E
[

Ŷ (t)
]

=
∑

n

h(t − n · ∆t)E
[

Λ(n · ∆t)
]

· ∆t . (A.8)

When ∆t is made infinitesimally small, the summation turns into an integral
and Ŷ (t) becomes exactly equal to Y (t), resulting in

E
[

Y (t)
]

=

∫ ∞

−∞
h(t − ρ)E

[

Λ(ρ)
]

dρ . (A.9)

A.3 Autocorrelation function

Using the same approximation Ŷ (t) as in the previous section, we can calculate
the autocorrelation function

RŶ Ŷ (t1, t2) , E
[

Ŷ (t1)Ŷ (t2)
]

. (A.10)
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This is done by first calculating the conditional expected value. Using (A.5)
and interchanging the order of summation and expectation, we get:

E
[

Ŷ (t1)Ŷ (t2)|Λ(t) = λ(t)
]

=
∑

n1

∑

n2

h(t1 − n1∆t)h(t2 − n2∆t)E
[

Kn1
Kn2

|Λ(t) = λ(t)
]

. (A.11)

The number of events in disjunct intervals are independent. (This is a basic
property of Poisson processes.) Hence, for n1 = n2 we get

E
[

Kn1
Kn2

|Λ(t) = λ(t)
]

= E
[

K2
n1
|Λ(t) = λ(t)

]

= λ(n1∆t) · ∆t , (A.12)

whereas for n1 6= n2 we get

E
[

Kn1
Kn2

|Λ(t) = λ(t)
]

= E
[

Kn1
|Λ(t) = λ(t)

]

E
[

Kn2
|Λ(t) = λ(t)

]

= λ(n1∆t)λ(n2∆t) · (∆t)
2

. (A.13)

As a result, the double summation in (A.11) can be written as

E
[

Ŷ (t1)Ŷ (t2)|Λ(t) = λ(t)
]

=
∑

n

h(t1 − n · ∆t)h(t2 − n · ∆t)λ(n · ∆t) · ∆t

+
∑

n1

∑

n2 6=n1

h(t1 − n1∆t)h(t2 − n2∆t)λ(n1∆t)λ(n2∆t) · (∆t)2 . (A.14)

The condition Λ(t) = λ(t) can be removed by multiplying with the joint prob-
ability density function and integrating, like in the previous section, resulting
in

RŶ Ŷ (t1, t2) =
∑

n

h(t1 − n · ∆t)h(t2 − n · ∆t)E
[

Λ(n · ∆t)
]

· ∆t

+
∑

n1

∑

n2 6=n1

h(t1 − n1∆t)h(t2 − n2∆t)RΛΛ(n1∆t, n2∆t) · (∆t)2 . (A.15)

Finally, the autocorrelation function of Y (t) can be found by making ∆t in-
finitesimally small, resulting in

RY Y (t1, t2) =

∫ ∞

−∞
h(t1 − ρ)h(t2 − ρ)E

[

Λ(ρ)
]

dρ

+

∫ ∞

−∞

∫ ∞

−∞
h(t1 − ρ1)h(t2 − ρ2)RΛΛ(ρ1, ρ2) dρ1 dρ2 . (A.16)

A.4 Cross-correlation function

Now consider the (more general) case where we have two Poisson impulse pro-
cesses X1(t) and X2(t) with random rates Λ1(t) and Λ2(t), respectively, which
have cross-correlation function RΛ1Λ2

(t1, t2).
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Although Λ1(t) and Λ2(t) are correlated, the random mechanisms that convert
Λ1(t) and Λ2(t) in X1(t) and X2(t), respectively, are independent. (Note that
this is a realistic assumption for the power-current conversion mechanism in
two separate photodiodes, for example.) Hence, for given realizations λ1(t)
and λ2(t), the two processes are independent.

X1(t) and X2(t) are filtered by linear time-invariant filters with impulse
responses h1(t) and h2(t), resulting in filtered processes Y1(t) and Y2(t), re-
spectively. Their expected values and autocorrelation functions follow from
the preceding two sections.

The cross-correlation function RY1Y2
(t1, t2) , E

[

Y1(t1)Y2(t2)
]

can be found

using similar approximations Ŷ1(t) and Ŷ2(t) as in the previous two sections.
For given realizations λ1(t) and λ2(t) the number of events K1,n1

and K2,n2
in

the processes X1(t) and X2(t), respectively, in time intervals [n1∆t, (n1+1)·∆t]
and [n2∆t, (n2 +1) ·∆t], are independent (even when n1 = n2), so we can write

P
[

K1,n1
= k1,K2,n2

= k2|Λ1(t) = λ1(t),Λ1(t) = λ1(t)
]

=

P
[

K1,n1
= k1|Λ1(t) = λ1(t)

]

P
[

K2,n2
= k2|Λ2(t) = λ2(t)

]

, (A.17)

where the individual probabilities are similar to (A.4). Hence, the conditional
cross-correlation function can be written as

E
[

Ŷ1(t1)Ŷ2(t2)|Λ1(t) = λ1(t),Λ2(t) = λ2(t)
]

=
∑

n1

∑

n2

h1(t1 − n1∆t)

· h2(t2 − n2∆t)E
[

K1,n1
|Λ1(t) = λ1(t)

]

E
[

K2,n2
|Λ2(t) = λ2(t)

]

=
∑

n1

∑

n2

h1(t1 − n1∆t)h2(t2 − n2∆t)λ1(n1∆t)λ2(n2∆t) · (∆t)2 . (A.18)

The conditions Λ1(t) = λ1(t) and Λ2(t) = λ2(t) can be removed by multiplying
with the joint probability density function and integrating, like in the previous
two sections. This results in:

RŶ1Ŷ2
(t1, t2) =

∑

n1

∑

n2

h1(t1 − n1∆t)h2(t2 − n2∆t)RΛ1Λ2
(n1∆t, n2∆t) · (∆t)2 . (A.19)

The cross-correlation function of Y1(t) and Y2(t) follows by making ∆t infinites-
imally small:

RY1Y2
(t1, t2) =

∫ ∞

−∞

∫ ∞

−∞
h1(t1 − ρ1)h2(t2 − ρ2)RΛ1Λ2

(ρ1, ρ2) dρ1 dρ2 . (A.20)

Using (A.9) it can be proven that the autocorrelation functions in this equa-
tion can be replaced by the corresponding covariance functions. This shows
that the correlation between Λ1(t) and Λ2(t) induces correlation between Y1(t)
and Y2(t), which reflects the actual doubly-stochastic behavior of the processes.
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Appendix B

Bit error rate analysis of
phase diversity receivers

In this appendix, analytical expressions are derived for the bit error probabil-
ities of the phase diversity receivers that are described in Section 6.4. First a
general analysis is performed on the output samples of the low-pass filters in
the four-way receivers. The results are used in the succeeding sections, where
the bit error rates of four-way receivers for OOK, QPSK, M -ary PSK, binary
DPSK, DQPSK and M -ary DPSK are derived, respectively. Finally, the bit
error rate of a three-way OOK phase diversity receiver is derived.

B.1 Noise in four-way phase diversity receivers

The output samples of the low-pass filters can be written as a vector

VLP,r,k ,





VLP,I,r(k Ts)

VLP,Q,r(k Ts)



 . (B.1)

The expected value of VLP,r,k follows by substituting (5.2) in (6.31) and (6.32),
respectively. In case of digital modulation and matched filtering this becomes

E [VLP,r,k] =
ZTIARpdPx

8LTxLRxLnw
mr,k









cos
(

∆φr + φr,k − 3π
4

)

cos
(

∆φr + φr,k + 3π
4

)









. (B.2)

The covariance matrix of VLP,r,k follows from

CVLP,r,kVLP,r,k
, E

[

VLP,r,kV
T
LP,r,k

]

− E [VLP,r,k] E
[

VT
LP,r,k

]

=





σ2
VLP,I,r(k Ts)

CVLP,I,r(k Ts)VLP,Q,r(k Ts)

CVLP,I,r(k Ts)VLP,Q,r(k Ts) σ2
VLP,Q,r(k Ts)



 . (B.3)
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The variances of the output samples σ2
VLP,I,r(k Ts)

and σ2
VLP,Q,r(k Ts)

and the co-

variance of the output samples CVLP,I,r(k Ts)VLP,Q,r(k Ts) can be found by calcu-
lating the autocorrelation and cross-correlation functions of the output signals.
The latter can be found in a similar way as in Section 4.6 and are given by

RVLP,I,rVLP,I,r
(t1, t2) =

ZTIARpde

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Pz2
(ρ) + Pz3

(ρ)
]

dρ

+ Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz2
Pz2

(ρ1, ρ2)

− RPz2
Pz3

(ρ1, ρ2) − RPz3
Pz2

(ρ1, ρ2) + RPz3
Pz3

(ρ1,ρ2)

]

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.4)

RVLP,Q,rVLP,Q,r
(t1, t2) =

ZTIARpde

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Pz1
(ρ) + Pz4

(ρ)
]

dρ

+ Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz1
Pz1

(ρ1, ρ2)

− RPz1
Pz4

(ρ1, ρ2) − RPz4
Pz1

(ρ1, ρ2) + RPz4
Pz4

(ρ1, ρ2)
]

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.5)

RVLP,I,rVLP,Q,r
(t1, t2) =

Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz2
Pz1

(ρ1, ρ2)

− RPz2
Pz4

(ρ1, ρ2) − RPz3
Pz1

(ρ1, ρ2) + RPz3
Pz4

(ρ1, ρ2)
]

dρ1 dρ2 . (B.6)

Substituting (2.36), (2.41) and (6.17) through (6.30) these become

RVLP,I,rVLP,I,r
(t1, t2) = E

[

VLP,I,r(t1)
]

E
[

VLP,I,r(t2)
]

+
ZTIARpde

4LRx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Py(ρ) + Py(ρ − TRx,r)
]

dρ

+
Z2

TIAR2
pd

32L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r)

+ jRy∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1)
}

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.7)
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RVLP,Q,rVLP,Q,r
(t1, t2) = E

[

VLP,Q,r(t1)
]

E
[

VLP,Q,r(t2)
]

+
ZTIARpde

4LRx

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Py(ρ) + Py(ρ − TRx,r)
]

dρ

+
Z2

TIAR2
pd

32L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

· Re
{

Ry∗y(ρ1, ρ2)Ry∗y(ρ2 − TRx,r, ρ1 − TRx,r)

− jRy∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1)
}

dρ1 dρ2

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.8)

RVLP,I,rVLP,Q,r
(t1, t2) = E

[

VLP,I,r(t1)
]

E
[

VLP,Q,r(t2)
]

+
Z2

TIAR2
pd

32L2
Rx

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

· Re
{

Ry∗y(ρ1 − TRx,r, ρ2)Ry∗y(ρ2 − TRx,r, ρ1)
}

dρ1 dρ2 . (B.9)

In case of a PA, one should substitute (5.9), (5.10) and (5.13) and use approx-
imation (4.51), resulting in

RVLP,I,rVLP,I,r
(t1, t2) = E

[

VLP,I,r(t1)
]

E
[

VLP,I,r(t2)
]

+
Z2

TIARpdPxe

4LTxLRxLnw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

N
∑

i=1

mmod,i(ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

·
[

4

N
∑

i1=1

N
∑

i2=1

mmod,i1(ρ)mmod,i2(ρ) + 2

N
∑

i=1

m2
mod,i(ρ)

+ m2
mod,r(ρ) cos

(

2∆φr + 2φmod,r(ρ) + π
2

)

]

dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.10)



i

i

i

i

i

i

i

i

262 Appendix B. Bit error rate analysis of phase diversity receivers

RVLP,Q,rVLP,Q,r
(t1, t2) = E

[

VLP,Q,r(t1)
]

E
[

VLP,Q,r(t2)
]

+
Z2

TIARpdPxe

4LTxLRxLnw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

N
∑

i=1

mmod,i(ρ) dρ

+
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

·
[

4

N
∑

i1=1

N
∑

i2=1

mmod,i1(ρ)mmod,i2(ρ) + 2

N
∑

i=1

m2
mod,i(ρ)

+ m2
mod,r(ρ) cos

(

2∆φr + 2φmod,r(ρ) − π
2

)

]

dρ

+ Z2
TIASth

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.11)

RVLP,I,rVLP,Q,r
(t1, t2) = E

[

VLP,I,r(t1)
]

E
[

VLP,Q,r(t2)
]

+
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)

· m2
mod,r(ρ) cos

(

2∆φr + 2φmod,r(ρ)
)

dρ . (B.12)

In case of digital modulation and matched filtering the following variances and
covariances can be found for the output samples

σ2
VLP,I,r(k Ts)

= RVLP,I,rVLP,I,r
(k Ts, k Ts) − E

[

VLP,I,r(k Ts)
]

E
[

VLP,I,r(k Ts)
]

=
Z2

TIARpdPxe

4LTxLRxLnwTs

N
∑

i=1

mi,k +
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nwTs

[

4

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k

+ 2

N
∑

i=1

m2
i,k + m2

r,k cos
(

2∆φr + 2φr,k + π
2

)

]

+
Z2

TIASth

Ts
, (B.13)

σ2
VLP,Q,r(k Ts)

= RVLP,Q,rVLP,Q,r
(k Ts, k Ts) − E

[

VLP,Q,r(k Ts)
]

E
[

VLP,Q,r(k Ts)
]

=
Z2

TIARpdPxe

4LTxLRxLnwTs

N
∑

i=1

mi,k +
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nwTs

[

4

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k

+ 2

N
∑

i=1

m2
i,k + m2

r,k cos
(

2∆φr + 2φr,k − π
2

)

]

+
Z2

TIASth

Ts
, (B.14)

CVLP,I,r(k Ts)VLP,Q,r(k Ts) = RVLP,I,rVLP,Q,r
(k Ts, k Ts)

− E
[

VLP,I,r(k Ts)
]

E
[

VLP,Q,r(k Ts)
]

=
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nwTs

m2
r,k cos

(

2∆φr + 2φr,k

)

. (B.15)

The output samples of the low-pass filters can be assumed to be jointly Gaussian
distributed, for similar reasons as described in Section 4.7.
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In order to be able to derive the conditional probability density function of the
output signal of a four-way phase diversity receiver, it is useful to decorrelate
the output samples of the low-pass filters, which means that we write them
as linear combinations of two independent Gaussian variables V ′

LP,I,r(k Ts) and
V ′

LP,Q,r(k Ts). If we write the latter two as a vector V′
LP,r,k, then we can write

VLP,r,k = Ar,kV
′
LP,r,k (B.16)

where
Ar,k ,

[

v1 v2

]

(B.17)

is a unitary matrix with columns v1 and v2 that correspond to the eigenvectors
of the covariance matrix CVLP,r,kVLP,r,k

. The variances of V ′
LP,I,r(k Ts) and

V ′
LP,Q,r(k Ts) are equal to the eigenvalues of CVLP,r,kVLP,r,k

, which are given by

λ1,2 =
Z2

TIARpdPxe

4LTxLRxLnwTs

N
∑

i=1

mi,k

+
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nwTs

[

4

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k + 2

N
∑

i=1

m2
i,k ± m2

r,k

]

+
Z2

TIASth

Ts
. (B.18)

The corresponding (normalized) eigenvectors are given by

v1 =





cos
(

∆φr + φr,k − 3π
4

)

cos
(

∆φr + φr,k + 3π
4

)



 , (B.19)

v2 =





cos
(

∆φr + φr,k − π
4

)

cos
(

∆φr + φr,k − 3π
4

)



 . (B.20)

Hence, the expected value of V′
LP,r,k follows from (B.2) as

E
[

V′
LP,r,k

]

= E
[

A−1
r,kVr(l · Ts)

]

= AT
r,kE

[

Vr(l · Ts)
]

=
ZTIARpdPx

8LTxLRxLnw
mr,k





1

0



 . (B.21)

B.2 Four-way phase diversity detection of OOK

For the four-way OOK receiver the output samples Vout,r(k Ts) can be written
as

Vout,r(k Ts) = V 2
LP,I,r(k Ts) + V 2

LP,Q,r(k Ts) = VT
LP,r,kVLP,r,k

=
(

V′
LP,r,k

)T

AT
r,kAr,kV

′
LP,r,k . (B.22)
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Since Ar,k is a unitary matrix, AT
r,kAr,k equals the unit matrix. As a result,

we can write

Vout,r(k Ts) =
(

V′
LP,r,k

)T

V′
LP,r,k

=
(

V ′
LP,I,r(k Ts)

)2
+

(

V ′
LP,Q,r(k Ts)

)2
. (B.23)

Since we have OOK modulation (see Subsection 4.7.2) the conditional expected
values of V ′

LP,I,r(k Ts) and V ′
LP,Q,r(k Ts) are given by

E
[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 0
]

= E
[

V ′
LP,Q,r(k Ts)

∣

∣ Ar,k = 0
]

= E
[

V ′
LP,Q,r(k Ts)

∣

∣ Ar,k = 1
]

= 0 , (B.24)

E
[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 1
]

=
ZTIARpdPx

8LTxLRxLnw
. (B.25)

When the conditional variances of V ′
LP,I,r(k Ts) and V ′

LP,Q,r(k Ts) for N1 = n

and a binary zero are denoted by σ2
I,0 and σ2

Q,0, respectively, and the conditional
variances of V ′

LP,I,r(k Ts) and V ′
LP,Q,r(k Ts) for N1 = n and a binary one are

denoted by σ2
I,1 and σ2

Q,1, respectively, we can write

σ2
I,0 = σ2

Q,0 =
Z2

TIA

Ts

[

nRpdPxe

4LTxLRxLnw
+

(4n2 + 2n)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

, (B.26)

σ2
I,1 =

Z2
TIA

Ts

[

(n + 1)RpdPxe

4LTxLRxLnw
+

(4n2 + 10n + 7)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

, (B.27)

σ2
Q,1 =

Z2
TIA

Ts

[

(n + 1)RpdPxe

4LTxLRxLnw
+

(4n2 + 10n + 5)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

. (B.28)

Now the conditional probability functions f0(v) and f1(v) (for a binary zero and
binary one, respectively) of the output samples Vout,r(k Ts) can be calculated.
Following the theory in Subsection 5.2.5 the average probability of error is then
given by

Pe =
(

1
2

)N
N−1
∑

n=0

(

N − 1
n

)

[

∫ ∞

VTh

f0(v) dv +

∫ VTh

−∞
f1(v) dv

]

. (B.29)

This is illustrated in Figure B.1, where the output sample Vout,r(k Ts) is con-
structed from VLP,I,r(k Ts) and VLP,Q,r(k Ts) as the square of the distance to
the origin. As a result, the decision regions for a binary zero and a binary
one are separated by a circle, of which the square of the radius equals the
decision threshold VTh. This is the dashed circle in Figure B.1. The dashed
lines represent the projection axes from which the values of V ′

LP,I,r(k Ts) and
V ′

LP,Q,r(k Ts) can be found. The angle between the V ′
LP,I,r(k Ts)-axis and the

VLP,Q,r(k Ts)-axis is equal to ∆φr − 3π
4 .
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→ VLP,I(k Ts)

VLP,Q(k Ts)
↑

V ′

LP,I
(k Ts)

V ′

LP,Q
(k Ts)

(0)

(1)
√

V Th

√

Vout(k Ts)

Figure B.1: Graphical construction of the output sample Vout(k Ts) of a four-
way OOK phase diversity receiver from the output samples of
the low-pass filters VLP,I(k Ts) and VLP,Q(k Ts)

When a binary zero is transmitted (so Ar,k = 0), both V ′
LP,I,r(k Ts) and

V ′
LP,Q,r(k Ts) have zero mean and identical variances. (This is represented by

the circular probability density cloud in the center of Figure B.1.) From (B.23)
it then follows that the output sample Vout,r(k Ts) is central χ2-distributed with
two degrees of freedom:

f0(v) =











1

2σ2
I,0

exp

(

− v

2σ2
I,0

)

, v ≥ 0 ,

0 , v < 0 .

(B.30)

When a binary one is transmitted (so Ar,k = 0), V ′
LP,I,r(k Ts) has a non-zero

mean and the variances of V ′
LP,I,r(k Ts) and V ′

LP,Q,r(k Ts) are not the same
anymore. (This is represented by the elliptical probability density cloud in
Figure B.1.) Hence, it is not possible to find an exact analytical expression for
the probability density function of Vout,r(k Ts). An approximation can be made
for high SNRs, however: from the figure it follows that the probability that
Vout,r(k Ts) < VTh can be approximated by the probability that V ′

LP,I,r(k Ts) <√
VTh. In other words: when a binary one is transmitted, we can approximate

Vout,r(k Ts) ≈
(

V ′
LP,I,r(k Ts)

)2
, (B.31)
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so that the conditional probability density function of Vout,r(k Ts) can be ap-
proximated as a non-central χ2-distribution with one degree of freedom:

f1(v) ≈































1

σ2
I,1

√
2πv

exp

(

−
v + E2

[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 1
]

2σ2
I,1

)

· cosh

(√
v E

[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 1
]

σ2
I,1

)

, v ≥ 0 ,

0 , v < 0 .

(B.32)

When binary zeros and ones occur with equal probability, the optimum decision
threshold corresponds to the point of intersection of (B.30) and (B.32), which
can be approximated by

VTh ≈ 1
4E2

[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 1
]

=
Z2

TIAR2
pdP 2

x

256L2
TxL

2
RxL

2
nw

. (B.33)

The average bit error probability now follows by carrying out the integration
in (B.29), which results in (6.67).

B.3 Four-way phase-synchronized detection of

QPSK

In a four-way phase-synchronized QPSK receiver (see Section 6.4.3) the ex-
pected values of the output samples of the low-pass filters are given by (6.56)
and (6.57). When the conditional variances and covariance of VLP,I,r(k Ts) and
VLP,I,r(k Ts) for a given value a ∈

{

0, 1, 2, 3
}

of the information symbol Ar,k

are denoted by σ2
I,a, σ2

Q,a and CIQ,a, respectively, they can be found by sub-

stituting mr,k = 1, (6.54) and ∆φr = 3π
4 in (B.13) through (B.15), resulting

in

σ2
I,a = σ2

Q,a =
Z2

TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

, (B.34)

CIQ,a =
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nwTs

(−1)a . (B.35)

This is illustrated in Figure B.2, which shows the probability density clouds for
the four different transmitted symbols. Note that these are not circular due to
the correlation between the output samples. This implies that the bit errors in
one symbol are correlated. (The probability that the second bit in one symbol
is detected incorrectly given the fact that the first bit is detected incorrectly
is larger than the average bit error rate.) From the symmetry of Figure B.2 it
follows that the average bit error rate can be calculated as

Pe = P
[

VLP,Q,r(k Ts) < 0
∣

∣ Ar,k = 0
]

, (B.36)

which directly results in (6.78), because VLP,I,r(k Ts) and VLP,Q,r(k Ts) are
Gaussian distributed for a given value of Ar,k.
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→ VLP,I(k Ts)

VLP,Q(k Ts)
↑

(00)(01)

(10)(11)

Figure B.2: Output samples of the low-pass filters VLP,I,r(k Ts) and
VLP,Q,r(k Ts) in a four-way QPSK phase-synchronized receiver

B.4 Four-way phase-synchronized detection of
M-ary PSK

In a four-way phase-synchronized M -ary PSK receiver with M ≥ 8 (see Sec-
tion 6.4.3) the expected values of the output samples of the low-pass filters are
given by (6.56) and (6.57). The conditional variances and covariance σ2

I,a, σ2
Q,a

and CIQ,a can be found by substituting mr,k = 1, (6.55) and ∆φr = 3π
4 in

(B.13) through (B.15), resulting in

σ2
I,a =

Z2
TIA

Ts

{

N RpdPxe

4LTxLRxLnw

+

[

4N2 + 2N + cos
(a π

M

)]

R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

}

, (B.37)

σ2
I,a =

Z2
TIA

Ts

{

N RpdPxe

4LTxLRxLnw

+

[

4N2 + 2N − cos
(a π

M

)]

R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

}

, (B.38)

CIQ,a =
Z2

TIAR2
pdP 2

x τc

128L2
TxL

2
RxL

2
nwTs

sin
(a π

M

)

, (B.39)

where a ∈
{

0, 1, ..., M −1
}

. This is illustrated for 8-PSK in Figure B.3, which
shows the probability clouds for the eight different transmitted symbols.
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→ VLP,I(k Ts)

VLP,Q(k Ts)
↑

(000)

(001)(010)

(011)

(100)

(101)

(110)

(111)

Figure B.3: Output samples of the low-pass filters VLP,I,r(k Ts) and
VLP,Q,r(k Ts) in a four-way 8-PSK phase-synchronized receiver

From the symmetry of Figure B.3 it follows that the average symbol error
rate can be calculated as the conditional probability of symbol error when
Ar,k = 0 is transmitted. In that case, it follows from (B.39) that VLP,I,r(k Ts)
and VLP,Q,r(k Ts) are uncorrelated and hence —since they are jointly Gaussian
distributed— independent. Since VLP,Q,r(k Ts) has zero mean the conditional
joint probability function can be written as

fIQ,0(vI, vQ) =
1

2πσI,0σQ,0
exp

(

− (vI − µI,0)
2

2σ2
I,0

−
v2
Q

2σ2
Q,0

)

, (B.40)

where

µI,0 , E
[

VLP,I,r(k Ts)
∣

∣ Ar,k = 0
]

=
ZTIARpdPx

8LTxLRxLnw
, (B.41)

σ2
I,0 , σ2

VLP,I,r(k Ts)|Ar,k=0

=
Z2

TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N + 1)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

, (B.42)

σ2
Q,0 , σ2

VLP,Q,r(k Ts)|Ar,k=0

=
Z2

TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N − 1)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

. (B.43)

The conditional probability function of the estimated phase Φ0 can be obtained
by making the following variable transformation in (B.40):

R =
√

V 2
LP,I,r(k Ts) + V 2

LP,Q,r(k Ts) , (B.44)

Φ = arctan

[

VLP,Q,r(k Ts)

VLP,I,r(k Ts)

]

. (B.45)
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This results in a conditional joint probability density function

fRΦ,0(r, φ) =























































r

2πσI,0σQ,0
exp

{

−
σ2

Q,0 +
(

σ2
I,0 − σ2

Q,0

)

sin2 φ

2σ2
I,0σ

2
Q,0

·
(

r −
µI,0 σ2

Q,0 cos φ

σ2
Q,0 +

(

σ2
I,0 − σ2

Q,0

)

sin2 φ

)2

−
1
2µ2

I,0 sin2 φ

σ2
Q,0 +

(

σ2
I,0 − σ2

Q,0

)

sin2 φ

}

, r ≥ 0 ,

0 , r < 0 .

(B.46)

Since
(

σ2
I,0 − σ2

Q,0

)

≪ σ2
Q,0, this can be approximated as

fRΦ,0(r, φ) ≈































r

2πσI,0σQ,0
exp

(

− (r − µI,0 cos φ)
2

2σ2
I,0

−
µ2

I,0 sin2 φ

2σ2
Q,0

)

, r ≥ 0 ,

0 , r < 0 .

(B.47)

The conditional probability density function of Φ can be found by integrating
this over the range of r. For high SNRs (so when µI,0 ≫ σI,0) and φ ≤ π/M
this can be approximated as

fΦ,0(φ) =

∫ ∞

0

fRΦ,0(r, φ) dr

≈ 1

2πσI,0σQ,0

∫ ∞

−∞
µI,0 cos φ exp

(

− (r − µI,0 cos φ)
2

2σ2
I,0

−
µ2

I,0 sin2 φ

2σ2
Q,0

)

dr

≈ µI,0

σQ,0

√
2π

cos φ exp

(

−
µ2

I,0 sin2 φ

2σ2
Q,0

)

. (B.48)

The probability of a symbol error now follows from

Pes = 1 −
∫ π/M

−π/M

fΦ,0(φ) dφ

≈ 1 − µI,0

σQ,0

√
2π

∫ π/M

−π/M

cos φ exp

(

−
µ2

I,0 sin2 φ

2σ2
Q,0

)

dφ . (B.49)

Substituting x = sin φ we find

Pes ≈ 1 − µI,0

σQ,0

√
2π

∫ sin(π/M)

− sin(π/M)

exp

(

−
µ2

I,0x
2

2σ2
Q,0

)

dx

= 2Q
(

√

2γMPSK sin
( π

M

))

, (B.50)
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where

γMPSK =
µ2

I,0

2σ2
Q,0

=
(

γ−1
sn + γ−1

bn + γ−1
tn

)−1

, (B.51)

and

γsn =
RpdPxTs

32N LTxLRxLnwe
, (B.52)

γbn =
Ts

(4N2 + 2N − 1)τc
, (B.53)

γtn =
R2

pdP 2
xTs

128L2
TxL

2
RxL

2
nwSth

. (B.54)

When Gray coding is used for assigning m bits to one symbol, adjacent symbols
differ by only one bit (see Figure 6.9). Hence, when an error occurs in an m-bit
symbol, then there is a high probability that it results in only one bit error.
Therefore, the probability of a bit error can be approximated as

Pe ≈
1

m
Pes , (B.55)

which results in (6.83).

B.5 Four-way phase diversity detection of binary

DPSK

For the four-way binary DPSK phase diversity receiver the output samples
{

Vout,r(k Ts)
}

can be written as

Vout,r(k Ts) = VLP,I,r(k Ts)VLP,I,r

(

(k − 1)Ts

)

+ VLP,Q,r(k Ts)VLP,Q,r

(

(k − 1)Ts

)

= VT
LP,r,kVLP,r,k−1 =

(

V′
LP,r,k

)T

AT
r,kAr,k−1V

′
LP,r,k−1 . (B.56)

From (6.61), (B.17), (B.19) and (B.20) it follows that in case of binary DPSK
modulation we have

AT
r,kAr,k−1 =





(−1)Ar,k 0

0 (−1)Ar,k



 , (B.57)

so that (B.56) reduces to

Vout,r(k Ts) = (−1)Ar,k

(

V′
LP,r,k

)T

V′
LP,r,k−1

= (−1)Ar,k

[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

]

, (B.58)
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where V ′
LP,I,r(k Ts), V ′

LP,I,r

(

(k−1)Ts

)

, V ′
LP,Q,r(k Ts) and V ′

LP,Q,r

(

(k−1)Ts

)

are
independent Gaussian random variables with expected values and variances

E
[

V ′
LP,I,r(k Ts)

]

= E
[

V ′
LP,I,r

(

(k − 1)Ts

)]

=
ZTIARpdPx

8LTxLRxLnw
, (B.59)

E
[

V ′
LP,Q,r(k Ts)

]

= E
[

V ′
LP,Q,r

(

(k − 1)Ts

)]

= 0 , (B.60)

σ2
V ′

LP,I,r(k Ts)
= σ2

V ′
LP,I,r

(

(k−1)Ts

)

=
Z2

TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N + 1)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

, (B.61)

σ2
V ′

LP,Q,r
(k Ts)

= σ2

V ′
LP,Q,r

(

(k−1)Ts

)

=
Z2

TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N − 1)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

. (B.62)

From the symmetry of (B.58) it follows that the probability of a bit error is
given by

Pe = P
[

Vout,r(k Ts) < 0
∣

∣ Ar,k = 0
]

= P
[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

< 0
]

. (B.63)

By defining

α ,
[

V ′
LP,I,r(k Ts) + V ′

LP,I,r

(

(k − 1)Ts

)

]2

+
[

V ′
LP,Q,r(k Ts) + V ′

LP,Q,r

(

(k − 1)Ts

)

]2
, (B.64)

β ,
[

V ′
LP,I,r(k Ts) − V ′

LP,I,r

(

(k − 1)Ts

)

]2

+
[

V ′
LP,Q,r(k Ts) − V ′

LP,Q,r

(

(k − 1)Ts

)

]2
, (B.65)

we can write

α − β = 4
[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

]

, (B.66)

so that (B.63) can be written as

Pe = P
[

β > α
]

. (B.67)
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Since α and β can be proven to be independent, this can be written as

Pe =

∫ ∞

0

fα(a)

∫ ∞

a

fβ(b) db da . (B.68)

Since V ′
LP,I,r(k Ts), V ′

LP,I,r

(

(k − 1)Ts

)

, V ′
LP,Q,r(k Ts) and V ′

LP,Q,r

(

(k − 1)Ts

)

are Gaussian with nearly identical variances, α is approximately non-central
χ2-distributed with two degrees of freedom and β is approximately central
χ2-distributed with two degrees of freedom:

fα(a) ≈







1

2σ2
exp

(

−a + µ2

2σ2

)

I0

(√
aµ

σ2

)

, a ≥ 0 ,

0 , a < 0 ,

(B.69)

fβ(b) ≈







1

2σ2
exp

(

− b

2σ2

)

, b ≥ 0 ,

0 , b < 0 ,
(B.70)

where

µ , 2E
[

V ′
LP,I,r(k Ts)

]

, (B.71)

σ2 , 2σ2
V ′

LP,I,r(k Ts)
, (B.72)

and In(.) is the modified Bessel function of the first kind and order n:

In(x) ,
1

2π

∫ 2π

0

exp(x cos θ) cos(n θ) dθ , n ∈ Z . (B.73)

As a result, we can write

Pe ≈
∫ ∞

0

1

2σ2
exp

(

−a + µ2

2σ2

)

I0

(√
a µ

σ2

)∫ ∞

a

1

2σ2
exp

(

− a

2σ2

)

db da

=

∫ ∞

0

1

2σ2
exp

(

−2a + µ2

2σ2

)

I0

(√
a µ

σ2

)

da

= 1
2 exp

(

− µ2

4σ2

)∫ ∞

0

1

2
(

1
2σ2

) exp

(

−a +
(

1
2µ

)2

2
(

1
2σ2

)

)

I0

(√
a 1

2µ
1
2σ2

)

da . (B.74)

The expression inside the integral is recognized as a χ2-distribution, so that
the integral evaluates to one and the bit error probability in (6.89) results.

B.6 Four-way phase diversity detection of DQPSK

The output samples
{

VDI,r(k Ts)
}

of the four-way DQPSK phase diversity re-
ceiver are given by the expression for Vout,r(k Ts) in (B.56), whereas the output
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samples
{

VDQ,r(k Ts)
}

follow from

VDQ,r(k Ts) = VLP,Q,r(k Ts)VLP,I,r

(

(k − 1)Ts

)

+ VLP,Q,r(k Ts)VLP,I,r

(

(k − 1)Ts

)

= VT
LP,r,k





0 −1

1 0



VLP,r,k−1

=
(

V′
LP,r,k

)T

AT
r,k





0 −1

1 0



Ar,k−1V
′
LP,r,k−1 . (B.75)

From (6.63), (B.17), (B.19) and (B.20) it follows that in case of DQPSK mod-
ulation we have

AT
r,kAr,k−1 =









cos
(

(2Ar,k + 1)π
4

)

sin
(

(2Ar,k + 1)π
4

)

− sin
(

(2Ar,k + 1)π
4

)

)

cos
(

(2Ar,k + 1)π
4

)









, (B.76)

AT
r,k





0 −1

1 0



Ar,k−1 =









sin
(

(2Ar,k + 1)π
4

)

− cos
(

(2Ar,k + 1)π
4

)

cos
(

(2Ar,k + 1)π
4

)

)

sin
(

(2Ar,k + 1)π
4

)









. (B.77)

Now we can write for the output samples

VDI,r(k Ts) = cos
(

(2Ar,k + 1)π
4

)[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

]

+sin
(

(2Ar,k + 1)π
4

)[

V ′
LP,I,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

− V ′
LP,Q,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

]

, (B.78)

VDQ,r(k Ts) = sin
(

(2Ar,k + 1)π
4

)[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

]

− cos
(

(2Ar,k + 1)π
4

)[

V ′
LP,I,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

− V ′
LP,Q,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

]

. (B.79)
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where V ′
LP,I,r(k Ts), V ′

LP,I,r

(

(k−1)Ts

)

, V ′
LP,Q,r(k Ts) and V ′

LP,Q,r

(

(k−1)Ts

)

are
independent Gaussian random variables with expected values and variances
that are given in (B.59) through (B.62). From the symmetry of (B.78) and
(B.79) it follows that the probability of a bit error is given by

Pe = P
[

VDI,r(k Ts) < 0
∣

∣ Ar,k = 0
]

= P
[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

+ V ′
LP,I,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

− V ′
LP,Q,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

< 0
]

. (B.80)

By defining

α ,
[

V ′
LP,I,r(k Ts) + V ′

LP,Q,r(k Ts) +
√

2 V ′
LP,Q,r

(

(k − 1)Ts

)

]2

+
[

V ′
LP,I,r(k Ts) +

√
2 V ′

LP,I,r

(

(k − 1)Ts

)

− V ′
LP,Q,r(k Ts)

]2
, (B.81)

β ,
[

V ′
LP,I,r(k Ts) + V ′

LP,Q,r(k Ts) −
√

2 V ′
LP,Q,r

(

(k − 1)Ts

)

]2

+
[

V ′
LP,I,r(k Ts) −

√
2 V ′

LP,I,r

(

(k − 1)Ts

)

− V ′
LP,Q,r(k Ts)

]2
, (B.82)

we can write

α − β = 4
√

2
[

V ′
LP,I,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

+ V ′
LP,Q,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

+ V ′
LP,I,r(k Ts)V

′
LP,Q,r

(

(k − 1)Ts

)

− V ′
LP,Q,r(k Ts)V

′
LP,I,r

(

(k − 1)Ts

)

]

, (B.83)

so that (B.80) can be written as

Pe = P
[

β > α
]

. (B.84)

When the variances of the output samples of the low-pass filters are approxi-
mated by

σ2
V ′

LP,I,r(k Ts)
= σ2

V ′
LP,I,r

(

(k−1)Ts

) ≈ σ2
V ′

LP,Q,r
(k Ts)

= σ2

V ′
LP,Q,r

(

(k−1)Ts

)

≈ Z2
TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

, (B.85)
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then we find that α and β are independent and non-central χ2-distributed with
two degrees of freedom:

fα(a) ≈







1

2σ2
exp

(

−a + µ2
α

2σ2

)

I0

(√
a µα

σ2

)

, a ≥ 0 ,

0 , a < 0 ,

(B.86)

fβ(b) ≈











1

2σ2
exp

(

−
b + µ2

β

2σ2

)

I0

(√
b µβ

σ2

)

, b ≥ 0 ,

0 , b < 0 ,

(B.87)

where

µα ,
√

E2
[

V ′
LP,I,r(k Ts)

]

+ E2
[

V ′
LP,I,r(k Ts) +

√
2 V ′

LP,I,r

(

(k − 1)Ts

)]

=

√

4 + 2
√

2 E
[

V ′
LP,I,r(k Ts)

]

, (B.88)

µβ ,
√

E2
[

V ′
LP,I,r(k Ts)

]

+ E2
[

V ′
LP,I,r(k Ts) −

√
2 V ′

LP,I,r

(

(k − 1)Ts

)]

,

=

√

4 − 2
√

2 E
[

V ′
LP,I,r(k Ts)

]

(B.89)

σ2 , σ2
V ′

LP,I,r(k Ts)
+ σ2

V ′
LP,Q,r

(k Ts)
+ 2σ2

V ′
LP,Q,r

(

(k−1)Ts

)

≈ 4Z2
TIA

Ts

[

N RpdPxe

4LTxLRxLnw
+

(4N2 + 2N)R2
pdP 2

x τc

128L2
TxL

2
RxL

2
nw

+ Sth

]

. (B.90)

Hence, we find for the bit error probability

Pe =

∫ ∞

0

fα(a)

∫ ∞

a

fβ(b) db da

=

∫ ∞

0

∫ ∞

a

1

4σ4
exp

(

−
a + b + µ2

α + µ2
β

2σ2

)

I0

(√
a µα

σ2

)

I0

(√
b µβ

σ2

)

db da

=

∫ ∞

0

∫ ∞

x

xy exp
(

− 1
2 (x2 + y2 + 4γDQPSK)

)

I0

(

x

√

2 +
√

2
√

γDQPSK

)

· I0
(

y

√

2 −
√

2
√

γDQPSK

)

dy dx

=

∫ ∞

0

x exp
(

− 1
2 (x2 + B2)

)

I0(B x)

·
∫ ∞

x

y exp
(

− 1
2 (y2 + A2)

)

I0(Ay) dy dx , (B.91)
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where

A ,
√

2 −
√

2

√

γDQPSK

2
, (B.92)

B ,
√

2 +
√

2

√

γDQPSK

2
, (B.93)

γDQPSK ,
µ2

α + µ2
β

4σ2
=

E2
[

V ′
LP,I,r(k Ts)

]

2σ2
V ′

LP,I,r(k Ts)

. (B.94)

According to [112] this can be rewritten as

Pe = Q1(A,B) − 1
2 exp

(

− 1
2

(

A2 + B2
))

I0(AB) , (B.95)

where Q1(. , .) is Marcum’s Q-function:

Q1(A,B) ,
∫ ∞

B

x exp
(

− 1
2 (x2 + A2)

)

I0(Ax) dx . (B.96)

Since Marcum’s Q-function can also be written as

Q1(A,B) = exp
(

− 1
2 (A2 + B2)

)

∞
∑

n=0

(

A

B

)n
In(AB) , (B.97)

the bit error probability can be reduced to (6.95).

B.7 Three-way phase diversity detection of OOK

Like in the case of the four-way receiver, the output samples of the low-pass
filters can be written as a vector

VLP,r,k ,













VLP,a,r(k Ts)

VLP,b,r(k Ts)

VLP,c,r(k Ts)













. (B.98)

The expected value of VLP,r,k follows by substituting (5.2) in (6.50) through
(6.52). In case of OOK modulation and matched filtering this becomes

E [VLP,r,k] =
ZTIARpdPxTs

4
√

3LTxLRxLnw

mr,k













cos
(

∆φr + 2π
3

)

cos (∆φr)

cos
(

∆φr − 2π
3

)













. (B.99)
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The elements of the covariance matrix of VLP,r,k depend on the implementa-
tion form of the three-way receiver, as amplification can be performed either
prior to or after balancing. These situations can be analyzed simultaneously,
however, by denoting the equivalent input noise current of an eventual TIA
before balancing by Sth,pre and an eventual TIA after balancing by Sth,post.
(So Sth,pre = 0 if amplification is performed after balancing and Sth,post = 0
if amplification is performed prior to balancing.) This results in the following
elements of the covariance matrix:

RVLP,a,rVLP,a,r
(t1, t2) =

ZTIARpde

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Pz1
(ρ) + Pz2

(ρ)
]

dρ

+ Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz1
Pz1

(ρ1, ρ2)

− RPz1
Pz2

(ρ1, ρ2) − RPz2
Pz1

(ρ1, ρ2) + RPz2
Pz2

(ρ1,ρ2)

]

dρ1 dρ2

+ Z2
TIA

(

2Sth,pre + Sth,post

)

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.100)

RVLP,b,rVLP,b,r
(t1, t2) =

ZTIARpde

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Pz2
(ρ) + Pz3

(ρ)
]

dρ

+ Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz2
Pz2

(ρ1, ρ2)

− RPz2
Pz3

(ρ1, ρ2) − RPz3
Pz2

(ρ1, ρ2) + RPz3
Pz3

(ρ1, ρ2)
]

dρ1 dρ2

+ Z2
TIA

(

2Sth,pre + Sth,post

)

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.101)

RVLP,c,rVLP,c,r
(t1, t2) =

ZTIARpde

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ)E

[

Pz1
(ρ) + Pz3

(ρ)
]

dρ

+ Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz1
Pz1

(ρ1, ρ2)

− RPz1
Pz3

(ρ1, ρ2) − RPz3
Pz1

(ρ1, ρ2) + RPz3
Pz3

(ρ1, ρ2)
]

dρ1 dρ2

+ Z2
TIA

(

2Sth,pre + Sth,post

)

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ , (B.102)
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RVLP,a,rVLP,b,r
(t1, t2) =

Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz1
Pz2

(ρ1, ρ2)

− RPz1
Pz3

(ρ1, ρ2) − RPz2
Pz2

(ρ1, ρ2) + RPz2
Pz3

(ρ1, ρ2)
]

dρ1 dρ2

− Z2
TIASth,pre

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ (B.103)

RVLP,a,rVLP,c,r
(t1, t2) =

Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz1
Pz3

(ρ1, ρ2)

− RPz1
Pz1

(ρ1, ρ2) − RPz2
Pz3

(ρ1, ρ2) + RPz2
Pz1

(ρ1, ρ2)
]

dρ1 dρ2

− Z2
TIASth,pre

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ (B.104)

RVLP,a,rVLP,b,r
(t1, t2) =

Z2
TIAR2

pd

∫ ∞

−∞

∫ ∞

−∞
hLP(t1 − ρ1)hLP(t2 − ρ2)

[

RPz2
Pz3

(ρ1, ρ2)

− RPz2
Pz1

(ρ1, ρ2) − RPz3
Pz3

(ρ1, ρ2) + RPz3
Pz1

(ρ1, ρ2)
]

dρ1 dρ2

− Z2
TIASth,pre

∫ ∞

−∞
hLP(t1 − ρ)hLP(t2 − ρ) dρ . (B.105)

For a PA with OOK modulation and matched filtering a similar procedure can
be used as in Section B.1, resulting in

σ2
VLP,a,r(k Ts)

= RVLP,I,rVLP,a,r
(k Ts, k Ts) − E

[

VLP,a,r(k Ts)
]

E
[

VLP,a,r(k Ts)
]

≈ Z2
TIARpdPxe

3LTxLRxLnwTs

N
∑

i=1

mi,k +
Z2

TIAR2
pdP 2

x τc

96L2
TxL

2
RxL

2
nwTs

[

4

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k

+ 2

N
∑

i=1

m2
i,k + m2

r,k cos
(

2∆φr + 2φr,k − 2π
3

)

]

+
Z2

TIA

Ts

(

2Sth,pre + Sth,post

)

, (B.106)

σ2
VLP,b,r(k Ts)

= RVLP,b,rVLP,b,r
(k Ts, k Ts) − E

[

VLP,b,r(k Ts)
]

E
[

VLP,b,r(k Ts)
]

≈ Z2
TIARpdPxe

3LTxLRxLnwTs

N
∑

i=1

mi,k +
Z2

TIAR2
pdP 2

x τc

96L2
TxL

2
RxL

2
nwTs

[

4

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k

+ 2
N

∑

i=1

m2
i,k + m2

r,k cos
(

2∆φr + 2φr,k

)

]

+
Z2

TIA

Ts

(

2Sth,pre + Sth,post

)

, (B.107)
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σ2
VLP,c,r(k Ts)

= RVLP,c,rVLP,c,r
(k Ts, k Ts) − E

[

VLP,c,r(k Ts)
]

E
[

VLP,c,r(k Ts)
]

≈ Z2
TIARpdPxe

3LTxLRxLnwTs

N
∑

i=1

mi,k +
Z2

TIAR2
pdP 2

x τc

96L2
TxL

2
RxL

2
nwTs

[

4

N
∑

i1=1

N
∑

i2=1

mi1,kmi2,k

+ 2

N
∑

i=1

m2
i,k + m2

r,k cos
(

2∆φr + 2φr,k + 2π
3

)

]

+
Z2

TIA

Ts

(

2Sth,pre + Sth,post

)

, (B.108)

CVLP,a,r(k Ts)VLP,b,r(k Ts) = RVLP,a,rVLP,b,r
(k Ts, k Ts)

− E
[

VLP,a,r(k Ts)
]

E
[

VLP,b,r(k Ts)
]

≈
Z2

TIAR2
pdP 2

x τc

96L2
TxL

2
RxL

2
nwTs

m2
r,k cos

(

2∆φr + 2φr,k + 2π
3

)

− Z2
TIASth,pre

Ts
, (B.109)

CVLP,a,r(k Ts)VLP,c,r(k Ts) = RVLP,a,rVLP,c,r
(k Ts, k Ts)

− E
[

VLP,a,r(k Ts)
]

E
[

VLP,c,r(k Ts)
]

≈
Z2

TIAR2
pdP 2

x τc

96L2
TxL

2
RxL

2
nwTs

m2
r,k cos

(

2∆φr + 2φr,k

)

− Z2
TIASth,pre

Ts
, (B.110)

CVLP,b,r(k Ts)VLP,c,r(k Ts) = RVLP,b,rVLP,c,r
(k Ts, k Ts)

− E
[

VLP,b,r(k Ts)
]

E
[

VLP,c,r(k Ts)
]

≈
Z2

TIAR2
pdP 2

x τc

96L2
TxL

2
RxL

2
nwTs

m2
r,k cos

(

2∆φr + 2φr,k − 2π
3

)

− Z2
TIASth,pre

Ts
. (B.111)

where it has been assumed that N > 1.
Like in Section B.1, we can write

VLP,r,k = Ar,kV
′
LP,r,k (B.112)

where V′
LP,r,k is a vector of three independent Gaussian random variables

V′
LP,r,k ,













V ′
LP,I,r(k Ts)

V ′
LP,Q,r(k Ts)

V ′
LP,X,r(k Ts)













. (B.113)

and
Ar,k ,

[

v1 v2 v3

]

(B.114)

is a unitary matrix with columns that correspond to the eigenvectors of the
covariance matrix CVLP,r,kVLP,r,k

.
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The variances of V ′
LP,I,r(k Ts), V ′

LP,Q,r(k Ts) and V ′
LP,X,r(k Ts) are equal to the

eigenvalues of CVLP,r,kVLP,r,k
, which are given by

λ1,2 =
Z2

TIARpdPxe

2LTxLRxLnwTs

N
∑

i=1

mi,k

+
Z2

TIAR2
pdP 2

x τc

64L2
TxL

2
RxL

2
nwTs

[

4
N

∑

i1=1

N
∑

i2=1

mi1,kmi2,k + 2
N

∑

i=1

m2
i,k ± m2

r,k

]

+
Z2

TIA

Ts

(

3Sth,pre + Sth,post

)

, (B.115)

λ3 =
Z2

TIASth,post

Ts
. (B.116)

The corresponding (normalized) eigenvectors are given by

v1 =

√

2

3













cos
(

∆φr + 2π
3

)

cos (∆φr)

cos
(

∆φr − 3π
4

)













, (B.117)

v2 =

√

2

3













cos
(

∆φr + π
6

)

cos
(

∆φr − π
2

)

cos
(

∆φr + 5π
6

)













, (B.118)

v2 =
1√
3













1

1

1













, (B.119)

Hence, the expected value of V′
LP,r,k follows from (B.99) as

E
[

V′
LP,r,k

]

= E
[

A−1
r,kVr(l · Ts)

]

= AT
r,kE

[

Vr(l · Ts)
]

=
ZTIARpdPx

4
√

2LTxLRxLnw

mr,k













1

0

0













. (B.120)

For the three-way OOK receiver the output samples Vout,r(k Ts) can now be
written as

Vout,r(k Ts) = V 2
LP,a,r(k Ts) + V 2

LP,b,r(k Ts) + V 2
LP,c,r(k Ts)

= VT
LP,r,kVLP,r,k =

(

V′
LP,r,k

)T

AT
r,kAr,kV

′
LP,r,k . (B.121)
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Since Ar,k is a unitary matrix, AT
r,kAr,k equals the unit matrix. As a result,

we can write

Vout,r(k Ts) =
(

V′
LP,r,k

)T

V′
LP,r,k

=
(

V ′
LP,I,r(k Ts)

)2
+

(

V ′
LP,Q,r(k Ts)

)2
+

(

V ′
LP,X,r(k Ts)

)2
(B.122)

Since we have OOK modulation (see Subsection 4.7.2) the conditional expected
values of V ′

LP,I,r(k Ts), V ′
LP,Q,r(k Ts) and V ′

LP,X,r(k Ts) are given by

E
[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 0
]

= E
[

V ′
LP,Q,r(k Ts)

∣

∣ Ar,k = 0
]

= E
[

V ′
LP,X,r(k Ts)

∣

∣ Ar,k = 0
]

= E
[

V ′
LP,Q,r(k Ts)

∣

∣ Ar,k = 1
]

= E
[

V ′
LP,X,r(k Ts)

∣

∣ Ar,k = 1
]

= 0 , (B.123)

E
[

V ′
LP,I,r(k Ts)

∣

∣ Ar,k = 1
]

=
ZTIARpdPx

4
√

2LTxLRxLnw

, (B.124)

When the conditional variances of V ′
LP,I,r(k Ts), V ′

LP,Q,r(k Ts) and V ′
LP,X,r(k Ts)

for N1 = n and a binary zero are denoted by σ2
I,0, σ2

Q,0 and σ2
X,0, respectively,

and the conditional variances of V ′
LP,I,r(k Ts), V ′

LP,Q,r(k Ts) and V ′
LP,X,r(k Ts)

for N1 = n and a binary one are denoted by σ2
I,1, σ2

Q,1 and σ2
X,1, respectively,

we can write

σ2
I,0 = σ2

Q,0 =
Z2

TIA

Ts

[

nRpdPxe

2LTxLRxLnw
+

(4n2 + 2n)R2
pdP 2

x τc

64L2
TxL

2
RxL

2
nw

+ 3Sth,pre + Sth,post

]

, (B.125)

σ2
I,1 =

Z2
TIA

Ts

[

(n + 1)RpdPxe

2LTxLRxLnw
+

(4n2 + 10n + 7)R2
pdP 2

x τc

64L2
TxL

2
RxL

2
nw

+ 3Sth,pre + Sth,post

]

, (B.126)

σ2
Q,1 =

Z2
TIA

Ts

[

(n + 1)RpdPxe

2LTxLRxLnw
+

(4n2 + 10n + 5)R2
pdP 2

x τc

64L2
TxL

2
RxL

2
nw

+ 3Sth,pre + Sth,post

]

, (B.127)

σ2
X,0 = σ2

X,1 =
Z2

TIASth,post

Ts
. (B.128)

Now the conditional probability functions of the output samples Vout,r(k Ts)
can be calculated.
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When amplification is performed prior to balancing, we have Sth,post = 0 and
Sth,pre = Sth, and hence, both the expected value and variance of V ′

LP,X,r(k Ts)
are zero, so we simply have V ′

LP,X,r(k Ts) = 0. As a result, (B.122) reduces
to (B.23), so the derivation of the probability of error for the three-way OOK
receiver is similar to the derivation in Section B.2. Hence, one can find the
probability of error that is given in (6.71).

When amplification is performed after balancing, however, we have Sth,pre =
0 and Sth,post = Sth. When a binary zero is transmitted the expected values of
V ′

LP,I,r(k Ts), V ′
LP,Q,r(k Ts) and V ′

LP,X,r(k Ts) are zero, whereas the variances of
V ′

LP,I,r(k Ts) and V ′
LP,Q,r(k Ts) are the same but different from the variance of

V ′
LP,X,r(k Ts). Hence, the conditional probability density function of the output

sample for a binary zero can be found by convolving a central χ2-distribution
with two degrees of freedom

fI2+Q2,0(v) =











1

2σ2
I,0

exp

(

− v

2σ2
I,0

)

, v ≥ 0 ,

0 , v < 0 ,

(B.129)

and a central χ2-distribution with one degree of freedom

fX2,0(v) =











1

σX,0

√
2π v

exp

(

− v

2σ2
X,0

)

, v ≥ 0 ,

0 , v < 0 ,

(B.130)

resulting in

f0(v) =

∫ ∞

−∞
fI2+Q2,0(v − x)fX2,0(x) dx

=























exp

(

− v

2σ2
I,0

)

2σ2
I,0σX,0

√
2π

∫ v

0

1√
x

exp

(

x

2σ2
I,0

− x

2σ2
X,0

)

dx , v ≥ 0 ,

0 , v < 0 .

(B.131)

Substituting x = y2 this can easily be shown to result in

f0(v) =



























exp

(

− v

2σ2
I,0

)

σI,0

√

σ2
X,0 − σ2

I,0

[

1
2 − Q

(

√

v

σ2
X,0

− v

σ2
I,0

)]

, v ≥ 0 ,

0 , v < 0 .

(B.132)

When a binary one is transmitted, a similar approximation can be made as in
the case of the four-way receiver; see (B.32). Performing a similar analysis as
for the four-way receiver then results in the probability of error that is given
by (6.74).
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Optical communication has made an enormous advance in the 
last two decades. The core network of modern public 
telecommunication systems mainly consists of optical fiber 
transmission systems, supporting high-speed transmission over 
large distances. Fortunately, the huge costs of such systems are 
shared by a vast number of users. 

Increasing bandwidth demands of end users have led to a call for 
optical transmission in short-range systems, such as subscriber 
networks, local area networks, and interconnects. Costs are a 
critical issue in such systems since every single user has to settle 
for his individual part of the infrastructure.

Coherence multiplexing is an interesting technique from a cost 
point of view. It enables multiple users to share a common optical 
fiber using broadband optical sources and relatively simple planar 
optical circuits. 

This thesis addresses the applicability of coherence multiplexing 
in typical short-range applications, including RF feeding. The 
basic principles are explained, and several multiplexing and 
demultiplexing techniques are proposed and analyzed. Principal 
issues dealt with are number of channels that can be multiplexed, 
maximum bit rates that can be supported, and maximum link 
lengths that can be realized. Although the research is focussed on 
system-level aspects, specific directions for further research in 
related areas are given. 
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